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Abstract: Carbon nanotubes are becoming more and 
more popular thanks to their mechanical and 
electrical properties. Recently, the conventional 
carbon nanotube transistor (C- CNTFETs) modeling 
is widely studied. However, the literature describing 
the model of Schottky barrier carbon nanotube 
transistor (SB-CNTFET) is limited. Since no 
analytical solution is carried out for the tunneling 
current in SB-CNTFET with ambipolar character, a 
new approach is proposed to find an analytical 
approximation of the tunneling current. The 
ambipolar behavior is treated. The proposed compact 
analytical model for SB-CNTFET can be 
implemented with a hardware description language 
(HDL). The simulation results, obtained using this 
model, are in close agreement with numerical 
calculation results. 
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1. INTRODUCTION 

Thanks to their excellent electrical, optical and 
mechanical properties, a lot of research studies have 
focused on the carbon nanotubes (CNTs) as 
candidates to overcome the present challenges 
related to the physical technology limits of silicon 
MOSFET (Appenzeller et al., 2002). 
Semiconducting carbon nanotube can be used as the 
channel in Carbon Nanotube Field Effect Transistor 
(CNTFET). The Schottky barrier source and drain 
contact between metal and CNT are always present 
in the fabricated devices, the tunneling current is the 
dominant mechanism across the contacts. If we 
neglect the SB effect, this overestimates the drain 
current.  Moreover, the ambipolar behavior of 
Schottky barrier CNTFETs limits the performance of 
these devices in both 'On' and 'Off' regimes (Pourfath 
et al., 2004) and consequently the ION/IOFF ratio is 
limited.  
These limitations result from the decrease of the On 
current caused by barrier height between metal and 
CNT. However, the increase of the off current is due 
to the ambipolar  characteristics resulting from the 
parasitic hole current injection at the drain contact 
through the valence band for n-type devices, or, from  
the parasitic electron current  at the drain contact 
through the conduction band for p-type devices. 

Two types of current tunneling or thermionic current 
can be present in SB-CNTFET. Carriers with 
energies above the Schottky barrier height reach the 
channel by thermionic emission. On the contrary, 
carriers with energies below the Schottky barrier 
height reach the channel by tunneling emission 
featuring a transmission function 

Some research works have been carried out to 
obtain a numerical (Jiménez et al., 2007) (Guo et al., 
2004), and analytical model in order to calculate the 
tunneling current in SB-CNTFET (Najari et al., 2009 
2010). 

The main issue of this paper is to provide an 
accurate analytical model for the tunneling current of 
the n- type SB-CNTFET with ambipolar 
characteristics. The proposed model will be 
compared with numerical simulation results. A close 
agreement is obtained. 

 
This paper is organized as follows: Section 2 

describes the physical equations of the tunneling 
current through the Schottky barrier CNTFET and 
poses the mathematical problems. Section 3 gives an 
analytical solution for the tunneling electron current 
in SB-CNTFET. The obtained solution is validated 
by a comparison with numerical calculation. Section 
4 presents an analytical model for the tunneling holes 
current in SB-CNTFET.  This model is also validated 
by a comparison with numerical results. Section 5 
presents the total tunneling current in SB-CNTFET; 
the agreement between the numerical calculation and 
the proposed model is satisfactory. 

2. TUNNELING CURRENT IN THE SB-CNTFET 

Assuming the ballistic transport, the ambipolar 
tunneling drain current is given by Landauder-
Büttiker formula. It is composed of both carriers’ 
electrons and holes, the electrons are transported 
from source to drain contact through conduction 
band.  Whereas, the holes are transported from drain 
to source contact through the valence band as shown 
in figure 1. 

I"# = %&
' M) *f#,E. − ,1 − f",E..1T3,E.dE5

6   
                                                                                 (1) 
Where f#, f"are Fermi Dirac distributions at the 
source and drain contacts respectively, and T3 is the 
total transmission function. 
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Figure.1 Band energy profile for ambipolar SB-

CNTFET 
 

There are two interfaces Schottky barrier contacts 
source/CNT interface and CNT /drain interface. The 
total transmission function T;(E) is expressed using 
the transmission function of source ,-(.) and drain 
,/(.).	 By using the Wentzel- Kramers- Brillouin 
(WKB) approximation (Messiah, 1991) and assuming 
a triangular potential profile:  TB(E) and T#(E) can 
be depicted as follows: 

,-(.) = exp4−5(Φ-7 − . − 89-):/O<                  (4) 

,/(.) = exp =−5(Φ-7 − . − 89/-)
>
?@                 (5) 

Where  

A = 4 √OD∗

:FGHIJIK
                                                        (6) 

m∗is the carrier effective mass,ΦBMis the SB height, 
E'N'Ois the electrical fieldE'N'O = PQRS

T ,λ	is the is the 
screening length, λ = 3nm and h is the Planck 
constant. Like in Fabry-Perot cavity, the total 
transmission function T;(E) over the whole structure 
is predicted to be (Datta, 1997): 

T; = ;+(X).;*(X)
;+(X)&;*(X)Y;+(X).;*(X)

                           (7) 

The total tunneling current given in equation (8) 
cannot be directly calculated since it has no 
analytical solution. So, it cannot be implemented in 
compact model. 

3. ANALYTICAL SOLUTION OF ELECTRONS 
CONTRIBUTION 

To overcome the complexity of implementing the 
tunneling current in equation (8) in compact model, 
an approximation method has to be used to extract an 
analytical solution. 
Partial solutions have to be considered depending on 
the relative variation of the Fermi-Dirac distribution 
and the total transmission function. 

Hence, the electrons and holes contribution are 
calculated by means of partial solutions over a large 
variation of the gate potential and for low, middle 
and high carrier energies. Figure 2 and figure 3 
shows a comparison between these analytical 
solutions and the numerical calculation for the 
electrons current and the holes current respectively. A 
very good agreement is shown in both cases. The 
mean absolute percentage (MAP) error is equal to 
0.05% and 3.46% for the electrons current and the 
holes current respectively.

 
(a) 

 
(b) 

Figure 2. Comparison between numerical (solid line 
with circle) and analytical solutions (solid black 

line) for electrons contribution at low (a) and high 
(b) gate biases. 

(a)
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(b) 

Figure 2. Comparison between numerical (solid line 
with circle) and analytical solutions (solid black 

line) for holes contribution at low (a) and high (b) 
gate biases. 

 

4. TOTAL ANALYTICAL SOLUTION 

Two smoothing functions FSMO_e and FSMO_h are used 
to obtain a complete analytical solution. These 
functions are introduced here to ensure both the 
accuracy and the numerical convergence of the 
model, which is a very common technique in 
compact modeling.  

 
Figure 3. Comparison of numerical and analytical 
solutions for the total tunneling current in linear 

scale. The analytical solution (solid line with circle ) 
agrees with the numerically calculated total 

tunneling current (solid line). 
 
 

 
 
 

I' = Ie_' ∗ fBgh_' + Ij_'41 − fBgh_'<                     (9) 

Ip = Ie_p ∗ fBgh_p + Ij_p41 − fBgh_p<                  (10) 

IkbkNlmnOkN = I' − Ip                                                (11) 

5. CONCLUSION 

In this paper, an analytical model of tunneling 
current for ambipolar Schottky barrier CNTFET has 
been developed based on the approximation of the 
transmission function and the Fermi Dirac 
distribution of the electrons and holes in different 
gate bias. 

To ensure the proposed analytical model accuracy, 
a comparison with the numerical calculation has 
been performed. A close agreement is obtained. Our 
proposed model presents the error in the total 
tunneling current less than 0.25%. 
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Abstract. Metal oxide gas sensors have many qualities that make this kind of sensor one of the 
most studied in laboratories and used in companies. They have a simple structure and their 
operating principle is based on the fact that their electrical conductivity (or resistance) can be 
modulated by the presence or absence of some chemical species that comes in contact with the 
device. In this paper we have presented the MEMS micro-heaters for gas sensing applications. 
A thermal electric finite element method (FEM) analysis was used to investigate the thermal 
properties of individual electrically driven platinum micro-heaters. The geometric optimization 
for the micro-heater was performed by simulating a wide range of possible geometries using 
COMSOL 4.3. The simulated results of micro-heaters having an improved temperature 
distribution over the sensing area of gas sensor are demonstrated. These micro-heaters are 
designed to ensure low power consumption, low thermal mass and better temperature 
uniformity. For this purpose, the Joule Heating physics interface has been used and a stationary 
study has been executed in order to: check the temperature distribution on the surface. Three 
different patterns of micro-heaters which are spiral, meander and ring are simulated; it was 
found that the spiral shape is the most suitable, in temperature uniformity and power 
consumption. The spiral form was used after introducing the SnO2 tin oxide as a sensitive 
layer and the tungsten oxide WO3 thereafter and results are compared, and observe the 
influence of a sensitive layer with different thickness on the maximum temperature for 
different power consumptions. 
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1.   Introduction  
Metal oxide gas sensors have many qualities, allowing their use in many areas. Their operation 
depends on several parameters, including the temperature of the heating element (resistance), which 
plays a crucial role, especially in terms of their stability and their sensitivity. 

In this work, we simulated several sharps of micro-heater (spiral, meander and ring) under 
COMSOL multiphysics software.  

In order to optimize sensor performances, simulation of two devices provided with a micro-heater 
spiral shape, with different sensitive layers (WO3 and SnO2) has been performed. 

2.  Mathematical modeling of Micro-heater  
The Joule Heating Model node in COMSOL uses the following version of the heat equation as the 
mathematical model for heat transfer in solids: 

 

  (1) 

 
With the following material properties:   

Q: Heat source (W/m3),  
Cp: Heat capacity (J/kg .K),  
T: Temperature (K),  
ρ: Density (kg/m3),   
K: Thermal conductivity (W/m. K), 
In Joule heating, the temperature increases due to the resistive heating from the electric current. 

The electric potential V is the variable solution in the Conductive Media DC application mode. The 
generated resistive heat Q is: 

 (2) 
 
Where V� Electric conductivity and J: is the current density, which is also the reciprocal of the               

temperature-dependent electric conductivity  
Combining these facts gives the fully coupled relation.  

 (3) 

Over a range of temperatures the electric conductivity V�is a function of temperature T, According 
to: 

 (4) 

Where : the conductivity at the reference temperature , α is the temperature coefficient of 
resistivity, which describes how the resistivity varies with temperature. Also the power 
consumption is described as:   

 (5) 

 
 

 
Where V is voltage and R stands for resistance of heating electrode. Here power consumption is 

directly proportional to the applied voltage and inversely proportional to the resistance of the material. 
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The equations have been solved numerically under and mixed boundary conditions (Dirichlet and 
Neumann), using the Finite Element Method (FEM) in COMSOL 4.3. Fixed temperature and 
potentials are assumed at ends of the heater. Several materials properties are required to solve the 
mathematical equations mentioned above. In Table1 material properties of platinum are shown.  
 Table 1 Material properties of Platinum  
 

Parameter  Value 

Heat capacity at constant pressure (C) 133[(J/ (Kg*K)] 
Young’s modulus (E) 168 e9 [Pa] 
Thermal expansion coefficient (α) 8.80 e-6[1/K] 
Poisson’s ratio (µ) 0.38 
Density (ρ) 21450[kg/m^3] 
Thermal conductivity (k) 71.6 [W/ (m*K)] 
Electric conductivity(σ) 8.9 e6[S/m] 

3.  Simulation and analysis of Micro- heaters  
The power consumption must be as low as possible. A compromise should be found between these 
two parameters. That's why a metal oxide gas sensor, based on a micro-heater structure on a 
membrane able to work until 600 °C (with a power consumption equal to 60 mW at this temperature), 
has been developed. The technological process is the following: the bi-layer SiO2/SiNx membrane is 
grown on a silicon substrate; the heater and sensible electrodes metallization in platinum are deposited 
by evaporation; a SiO2 passivation layer is grown; the contact open is realized by a wet etching; the 
membrane is released by a dry etching; the sensitive layer is deposited by inkjet. The electro-thermal 
simulation of this structure with COMSOL 4.3 has been realized. For this purpose, the Joule Heating 
physics interface has been used and a stationary study has been executed in order to: check the 
temperature distribution on the surface (Figure 1). 

 
Figure 1  Micro-hotplate 3D design (Spiral form) with COMSOL4.3 

 
 

Figure 2  3D temperature distribution in the micro-hotplate for V =2V 
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Figure 3  Temperature distributions in the micro-hotplate for several shape (a-Spiral, b-ring, and c-
meander)  

(a) (b) (c) 
 
Figure 4  Superficial temperature distributions vs. Supply voltage for sevral shapes  microhotplates 

 
Figure 5     Superficial temperature distributions vs. x axis for sevral shapes micro-hotplates 
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Figure 6 Temperature variation vs.  Power consumption for sevral shapes micro-hotplates 
 

 
Figure 7                                              3DSensor design  
   
 

 
 

Figure 8  3D temperature distribution in the sensitive layer for V = 2 V  
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In the above figure we represent the distribution of heat on the simulated model (using SnO2 as 
sensitive layer); the temperature reaches 660 ° C on the sensitive layer. 
Three different patterns of micro-heaters which are spiral, meander and ring are simulated; it was 
found that the spiral shape is the most suitable, in temperature uniformity and power consumption 
(Figures 4-5-6).  
 
The spiral form was used after introducing the SnO2 tin oxide as a sensitive layer, and the tungsten 
oxide WO3 thereafter and results are compared (Figure 9). 
Figure 9  Comparing the thermal profile of SnO2 and WO3. 

 
 
The figure above shows a comparison between the use of SnO2 and WO3 as sensitive layer, we find 
that the temperature distribution is more interesting (640°C) in the case of the SnO2 when we reached 
560 ° C when using WO3. 
We observe also the influence of a sensitive layer with different thickness on the maximum 
temperature for different power consumptions (Figure 11). 
Figure 10             Voltage in function of temperature of SnO2 and WO3. 

 
 
In this figure it is observed that the temperature increases in a nonlinear manner as a function of the 
voltage applied to all cases. 
According to the literature that the WO3 operating temperature is between 250 and 400C °, whereas 
the SnO2 is between 500C ° 350et .So for WO3 tension will be between 3 and 4 V. While for the 
SnO2 tension will be between 5 and 6V. 
Figure 11       Power consumption in function of the temperature of SnO2 and WO3. 
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In the figure above we see that for WO3, the power consumption of operation is between 17 and 30 
mW, while for the SnO2 power consumption is between 40 and 65mW 
Reducing the thickness of the sensitive layer leads to a minimization of the power consumption. 

4.  Conclusion 
In this work, a comparative study of the different forms of micro-heater has been developed. The 
results show that the spiral shape leads to excellent temperature uniformity and low power 
consumption. 

The simulation of the sensor with different sensitive layers (SnO2 and WO3) was performed; it 
shows that the use of WO3 as the material of the sensitive layer allows the production of low power 
consumption compared to that obtained for the material SnO2.  

In order to determine the influence of the sensitive layer thickness, a study based on thickness 
effect has been performed. The results show that the power consumption is inversely proportional to 
the sensitive layer thickness. These results are similar to those obtained in the literature. 
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Abstract. Tantalum nanotube arrays were prepared via porous anodic alumina (PAA) assisted 
electrodeposited (ED) on substrates. The ED was performed following the electrochemical/chemical 
preparation of PAA template on a layer of refractory metals sputtered onto a Si-wafer, without any additional 
steps needed usually for making the “bottom” side of the PAA template conductive. Mechanically stable, 
free-standing and spatially-separated tantalum nanotubes were electrodeposited potentiostatically at -1.4V vs. 
Pt with a high uniformity and population density across the sample surface. The films were characterized by 
scanning electron microscopy (SEM) and electrochemical impedance spectroscopy (EIS) in solution and after 
making top metal electrodes via a magnetron sputtering method. The electrical charge resistance of the ED Ta 
nanostructures was estimated to be about 50 Ω·cm2. Potential applications of films developed here are as 
nanostructured electrodes for capacitors, chemical sensors, switching and memristic microdevices. 

 
Introduction 
Development of three-dimensional (3-D) tantalum and tantalum oxide nanostructures is of particular interest for 
potential applications in microelectronic devices with an enlarged surface-to-volume ratios, e.g., metal-insulator-
metal (MIM) capacitors, electrochemical sensors, resistive switchers or emerging random access memories 
(RAMs) including resistive RAMs (RRAMs). 
Electrochemical deposition or electrodeposition (ED) is an advantageous technique because it gives access to a 
low-temperature, inexpensive, scalable process that allows growth of a wide variety of metals and 
semiconductors. Template-assisted electrodeposition is, furthermore, an elegant and economical approach for the 
large-scale synthesis of 3D nanostructured materials, such as highly ordered porous films and free-standing 
nanorods/nanowires [1].  
To the best of our knowledge, there have been few reports on templated ED of the only valve metal – aluminium 
- from non-aqueous media on a metal layer sputtered on the back side of thick porous anodic alumina (PAA) or 
polycarbonate membranes with open pores, i.e. without the alumina barrier layer [2,3,4,5].  
Herein, we have developed a technique for electrodeposition of tantalum nanotube arrays via a thin PAA 
template in the ionic liquid 1-butyl-1-methyl-pyrrolidinium bis(tri-fluoromethylsulphonyl)imide ([BMP]Tf2N). 
A metal conductive layer on the bottom of the PAA template which is necessary for ED was made by an original 
technique employing anodizing of aluminium on a different valve metal, both sputtered onto a microelecronic 
substrate. Free-standing, vertically aligned tantalum nanotube arrays were obtained after the chemical dissolution 
of the PAA template. A schematic diagram of the tantalum electrodeposition upon an underlaying metal, 
including the process for alumina barrier layer dissolution, is shown in Fig. 1. 

 
Figure 1. Schematic of tantalum electrodeposition upon a layer of metal involving the barrier layer dissolution step 
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Experimental 
The porous anodic alumina template, having ~100-nm wide and 1-µm long pores of ~109 cm-2 population 
density, was prepared by anodization of a layer of Al over a valve metal layer sputter-deposited onto an oxide-
coated Si wafer. ED of Ta was carried out using IL 1-butyl-1-methylpyrrolidinium bis(trifluoro-methylsulfonyl) 
imide, ([BMP]Tf2N) (Solvionic, 99.9 %), containing 0.25 M TaF5 (Alfa Aesar, 99.9 %) and 0.25 M LiF (Alfa 
Aesar, 99.99%) under inert gas conditions (H2O, O2 ˂ 15 ppm). Tantalum was electrodeposited potentiostatically 
at -1.4 V vs. platinum wire at 200 °C.  
Electrochemical impedance spectroscopy (EIS) was performed in H3BO3 (0.5M) + Na2B4O7 (0.05M) solution 
with a 3-electrode arrangement. Electrochemical measurements were performed using µAutolabIII 
potentiostate/FR analyzer (Metrohm). A high-resolution scanning electron microscopy was utilised to investigate 
the surface morphology of the deposited films in a MIRA TESCAN device. 
 
Results 
The cyclic voltammogram of a gold sputter-deposited upon glass-ceramic Sitall substrate with a Ni/Cr adhesion 
layer in the ionic liquid ([BMP]Tf2N) with 0.25 M TaF5 and 0.25 M LiF is depicted in Fig. 2. The 
electroreduction of tantalum ions occurs at a potential of about -1.4 V versus Pt. In the reverse scan, the anodic 
branch of the cyclic voltammogram crosses the cathodic one to produce a current loop that is usually due to 
nucleation [1]. Two anodic peaks were observed on the anodic branch of the cyclic voltammogram in the range -
0.5 to 0.2 V vs. Pt as a result of oxidation of the electroreduced tantalum species. At a potential of about 1.3V 
and above, a further oxidation of the electrodeposited layer took place as well as the electrochemical gold 
dissolution. The electrochemical reduction of tantalum via the PAA template happened at a similar electrical 
potential as on the planar gold surface in the same ionic liquid. 
To investigate the growth of Ta nanotubes inside the PAA template, chronoamperometry measurements were 
performed. Fig. 3 shows the chronoamperogram obtained during the growth of Ta nanotubes from the bottom of 
the PAA template to the top. A similar result was obtained by El Abedin and Endres [1] during the ED of Al via 
the gold-sputtered polycarbonate membrane. Once a potential was applied, a charged double layer forms at the 
electrode/ionic-liquid interface and the reduction of the electroactive species directly located at the interface 
causes a concentration gradient and a thickening of the diffusion zone, leading to the rapid decrease of the 
cathodic current after a short time [1]. Subsequently, the current slowly increases due to the growth of Ta inside 
the pores followed by a more significant increase in the cathodic current due to a faster diffusion near to thepore 
uotlwts. When about 0.075 coulombs/cm2 have been reduced on the cathode (in the case of 1-µm long pores), a 
limiting current plateau was observed as more tantalum ions were required for the electrodeposition of the top 
layer due to an increase in the effective area of the electrode.  

 
Figure 2. Cyclic voltammogram for tantalum electrodepostion on a gold layer sputter-deposited upon a glass-ceramic Sitall 
substrate in ([BMP]Tf2N) with 0.25 M TaF2 and 0.25 M LiF at a scan rate of 100 mVs-1. Electrical potential was measured 

vs. Pt wire.  
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Figure 3. Chronoamperometry of tantalum elecrodeposition at a constant potential of -1.4 V vs. Pt via aporous anodic 

alumina template having 1 µm long and 100 nm wide pores at 200˚C. 
 
Up to 1 µm long and 50-300 nm wide tantalum nanotubes were prepared by using different PAA templates. Each 
single nanotube was free-standing without any hint of flocking with adjacent tubes. Furthermore, the nanotubes 
were mechanically tough and well anchored to the bottom layer. The tops were formed either as caps or just 
sealed as the result of the growing top layer. In the first case, caps were observed soon after the tubes came out 
from the pores while in the second case a web-like spreading of the deposit was made over the PAA top, sealing 
finally also the pore outlets.  
Figure 4 shows SEM micrographs of Ta nanotube arrays obtained by potentiostatic ED at -1.4 vs. Pt via a PAA 
template. Before SEM imaging the PAA template was selectively dissolved. The empty interiors of the 
nanotubes are revealed as well as a cracked Ta layer with the top caps being chopped off, as shown in the SEM 
images of Fig. 4c. 
 

a    b    c 
Figure 4. SEM images of Ta nanotube arrays prepared via PAA template electrodeposition at constant potential of -1.4V and 
200°C. The PAA template was dissolved before SEM imaging. The picture on the right is a detail of a cracked Ta layer 
revealing the inner part the nanotubes with the top caps being chopped off.  
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a        b 
Figure 5. Characterization of electrical parameters of the Ta ED nanoarrays supported by a 3-D PAA template by means of 
the electrochemical impedance spectroscopy (EIS): (a) an equivalent circuit with a good fit to the measured data, (b) relevant 
bode diagrams 
 
Furthermore, EIS examination was performed on the ED Ta nanostructured samples supported with the PAA 
template. An equivalent circuit with a good fit to the measured data was suggested and is shown in Fig. 5. The 
electrical charge resistance of the ED Ta was evaluated to be about 50 Ω·cm2. 
 
Conclusions 
The present findings revealed that electrodeposition of tantalum from the ionic liquid through nanopores in a 
PAA template grown on a metal layer onto a microelectronic substrate was practically possible and occurred in 
the form of tubes, which have an empty interior and grow due to the reduction of charged tantalum species along 
the pore walls only. A completely electrochemistry based technique, including anodization of aluminium to grow 
a thin film PAA template followed by refractory metal electrodeposition via the alumina pores was demonstrated 
in the ionic liquid. The estimation of the pore filling duration was shown by means of the chronoamperometry 
measurement. Mechanically stable Ta nanotube arrays wave been successfully synthesized. The electrical charge 
resistance was evaluated by electrochemical impedance spectroscopy and was found to be about 50 Ω·cm2. The 
success of this work allows for further development of electrochemistry-based technology for nanostructured 
electronic devices, such capacitors with superior characteristics, chemical sensors and switching or memristic 
elements. 
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Abstract Nanostructured refractory oxides possess various useful properties, such as superconductivity, 
magneto-resistance, catalytic activity, electroсhromism, gas sensitivity, etc. Alignment of nanostructures is a 
prerequisite to use their collective properties in gas sensors, energy conversion, distribution and storage mi-
crodevices. Here we describe an approach to achieve electrochemical fabrication of self-organized high as-
pect ratio refractory metal oxide nanostructured layers via electrochemical anodizing of valve metal bilayers. 
Up to date, the nanostructured metal oxide films have been successfully derived from Al/Ta, Al/Nb, Al/Ti, 
Al/Zr and Al/Zr-W bilayers. The films’ formation-structure-properties have been studied in pursuit of new 
functionalities and more potential applications in microelectronics, self-cleaning surfaces, proton conducting 
membranes, gas sensors, photoelectrochemical water splitting and most recently developed 3-D MIM nano-
films employing anisotropic electron transport for advanced nanotechnological applications. 

 
Introduction and motivation 
Refractory metal (including valve metal) oxides possess various useful properties, such as superconductivity, 
magneto-resistance, catalytic activity, electroсhromism, gas sensitivity and many more. Nanostructuring of metal 
oxides is an active and competitive area of research as it offers unprecedented opportunities for the development 
of advanced materials and microsystem components at the nanoscale with improved performances or substantial-
ly enhanced properties. Alignment of nanostructures over a large area of substrates is a prerequisite to use their 
collective properties, e.g., in gas sensors, energy conversion, distribution and storage microdevices. 
In this work we describe an approach to achieve electrochemical fabrication of self-organized high aspect ratio 
metal oxide layers with meso-scale feature sizes via electrochemical anodizing of valve metal bilayers compris-
ing a thin layer of Al superimposed on a layer of different metal [1]. In the approach, the Al layer is first con-
verted into its nanoporous oxide, this being sequentially followed by anodizing the underlying metal through the 
alumina nanopores. The alumina layer is used not just as a porous mask but as part of the complex electrochemi-
cal system, included in a series of electrochemical and solid-state reactions.  
 
Results and perspectives 
A schematic diagram that outlines the main formation steps involved in the formation procedure is shown in 
Fig. 1. Several highly promising geometries - nanodots, nanocolumns, nanocapsules and nanotubes - can be pro-
duced under controlled electrochemical conditions, shown in Fig. 2. The most recently synthesized WO3 nano-
columns and nanotubes are shown in SEM images of Fig. 3. 
The detailed morphological features, such as the shape, size and mutual arrangement of nanostructures can be 
precisely controlled by a variation of the anodization parameters. Moreover, a high temperature annealing can be 
used to crystallize the as-anodized amorphous nanostructures to achieve a variety of crystalline modifications. 
Different doping and band-gap engineering approaches are feasible and will be elaborated in future works. 
Up to date, nanostructured metal oxide films have been successfully synthesized from the Al/Ta, Al/Nb, Al/W, 
Al/Zr and Al/Zr-W [1-5] bilayers. The experimental findings have helped better understand the ion and proton 
transport processes determining the growth and post-formed behavior of these metal oxide nanostructures in pur-
suit of new functionalities and more potential applications in microelectronics, optics, optoelectronics, functional 
coating including self-cleaning surfaces, proton conducting membranes, chemiresistive gas sensors, including 
the most recently developed 3-D metal-oxide-metal nanostructures that merge the benefits of advanced nano-
composite inorganic materials with the flexibility of non-lithographic electrochemical technologies based on an-
odization of aluminium and on the porous-anodic-alumina-assisted anodizing of a variety of refractory (valve) 
metals.  
To demonstrate the capability of the 3-D film formation approach, several types of nanofilms were synthesized 
on substrates via anodizing sputtered Al/Nb metal layers and additionally tailoring film parameters by combining 
post-anodizing chemical treatments and high temperature annealing.  



Figure 1. Schematic diagram showing the main steps of forming self-aligned refractory metal oxide nanostruc-
tures via the porous-alumina-assisted anodizing of Al/Me bilayers on substrates 
 
The 3-D films are composed of an array of well-defined, size-tailored, long-aspect-ratio columnlike metal-oxide 
protrusions, 20-200 nm in diameter, self-directed in the alumina nanopores, up to 1 Pm long, in some cases being 
also anchored to a lower solid portion of corresponding oxide, having graded oxygen composition, as shown in 
Fig. 5. A patterned noble-metal layer is formed on the column tops via the original point electrodeposition tech-
nique; the non-anodized metal layer serves as the bottom electrode. For purpose-built applications, the alumina 
may be selectively dissolved away, and a patterned network of vertically aligned, bottom- and top-
interconnected metal-oxide nanocolumns is derived (Fig. 5). SEM, TEM, XRD, XPS, EDX, electrical/dielectric 
measurements have been employed to reveal the films’ formation-structure-property relationship and define the 
areas of potential applications (to be reported in due course). 
In comparison with the Nb2O5 columnlike film tested in the in-plane configuration in our previous works [1,2], 
the 3-D Nb2O5 nanofilm revealed the extraordinary thermistor properties, the higher sensor response to H2 and 
the greatly improved performance in ethanol detection (collaborative work with MINOS group of Universitat 
Rovira I Virgili, Tarragona, Spain) [6]. 
The results of testing applicability of the films as the photoanode for electrochemical water oxidation and hydro-
gen generation show that the photoelectroactivity of the tungsten oxide nano-arrays was about 5 times better than 
that of a flat WO3 sample used as reference while the 2–4 orders of magnitude current increase was registered in 
the nanostructured sample under the illumination vs. the dark current (collaborative work with the Christian 
Doppler Laboratory for Combinatorial Oxide Chemistry at the ICTAS, JKU Linz, Austria). 
Additionally to the above applications, the films have a high potential for utilization in optoelectronics, integral 
optics, field-emission displays, dye-sensitized solar cells and photocatalytic devices. 

a    b   c   d 
Figure 2. Schematic view and SEM images of the variety of metal oxide nanostructures fabricated via the po-
rous-anodic-alumina-assisted anodization of refractory metals sputtered on substrates 



Figure 3. Computer-modeled metal and metal-oxide nanostructures fabricated via self-organized anodization of 
Al/Me layers (Me-Ta, Nb, Ti, W, etc.): metallic nano-grid (a), metal-oxide nano-dots (b, c) and metal-oxide 
nano-columns (d) 
 
 

a                  b 
Figure 4. SEM images of tungsten oxide nanocapsule (a) and nanotube (b) arrays derived from anodically oxi-
dized Al/W metal layers sputter-deposited onto a Si wafer 

 

a      b 
Figure 5. Schematic view (a) and SEM images (b) of a novel 3-D nanofilm derived from the anodized Al/Nb bi-
layer on a Si wafer. 
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Abstract. Fe–Si alloys are of significant commercial and academic interests due to the large 
diversity of their physical properties. Fe–Si alloys can be used as starting materials for many 
multicomponent technical alloys. The addition of B to the Fe–Si alloys hinders coarsening of 
the bcc grains, increases the possibility of forming an amorphous phase and, thereby, pro-vides 
good magnetic properties, and gives a better thermal stability of the residual amorphous phase 
Structural, microstructural and thermal stability of Fe75Si15B10 (at. %) nanopowders alloys 
prepared by mechanical alloying from elemental powder mixture using a planetary high energy 
ball mill were studied as function of milling times. X-ray diffraction results show the formation 
of Fe2B after 5 h of milling, and Silicon diffraction peaks disappeared after 50 h of milling. 
Rietveld refinement of XDR patterns reveals the presence of 74 % Fe(Si, B)  solid solution and 
26 % Fe2B boride with cristallite size about 13 nm and 6 nm, respectively. Differential 
scanning calorimetry (DSC) measurements on FeSiB alloy present tow exothermic peaks. The 
first peak at 516 °C corresponds to the formation of the α-Fe(Si-B), the second peak at 610 °C 
may be associated to the crystallization of the reaming amorphous phase. 

 

 



 
 
 
 
 
 

1. Introduction 
Mechanical alloying (MA) has been used as a powerful nonequilibrium processing method that can 
produce a variety of nanocrystalline (NC) [1–7] and other non-equilibrium structures in large 
quantities [8–10]. MA uses severe plastic deformation to introduce defects (dislocations, grain 
boundaries, vacancies and interstitials) into the material which can then “self assemble” into nanoscale 
grains. NC materials are one class of metastable materials that are characterized by grain size of the 
order of a few nanometers (typically 1–100 nm), and more than 50% of atoms are associated with 
grain boundaries or interfacial boundaries when the grain is small enough. Consequently, a significant 
amount of interfacial component between neighbouring atoms located at grain boundaries contributes 
to the improved mechanical, physical and magnetic properties [11]. 

Fe–Si alloys are of significant commercial and academic interests due to the large diversity of their 
physical properties. Fe–Si alloys can be used as starting materials for many multicomponent technical 
alloys. The addition of B to the Fe–Si alloys hinders coarsening of the bcc grains, increases the 
possibility of forming an amorphous phase and, thereby, provides good magnetic properties, and gives 
a better thermal stability of the residual amorphous phase [12]. Therefore, Fe–Si–B amorphous alloys 
have been widely used as magnetic core materials [13–15]. Some efforts were made to synthesize Fe–
B–Si alloys from elemental powders using MA [16–20]. It has been reported that ball milling 
produced NC solid solution [18] or only partial transformation to the amorphous state [19,20]. The 
outstanding magnetic properties may be obtained in NC Fe–Si–B based alloys through the amorphous 
phase annealing [21]. Consequently, determination of the extent to which B and Si are  incorporated in 
the Fe crystallites during ball milling is of great interest. It has been observed that the steady state 
concentration of B and Si in solution during the milling process of the Fe–13B–7Si (at.%) powder 
mixture, in a spex mill, required 128 h. In the ball-milled Fe78Si9B13 powders, the dissolution of B 
and Si in the Fe lattice occurred simultaneously with crystallite size reduction. 

A mixture of α-Fe, α-Fe(Si), α-Fe3(Si,B) and Fe2B phases was obtained after 300 h of milling 
[16]. An amorphous ferromagnetic phase was obtained in the mechanically alloyed Fe75Si15B10 
powder mixture after 19 h of milling [22]. The aim of this work is to produce nanostructured 
Fe75Si15B10 feedstock powders for coating synthesis. Nanostructured coatings with improved 
mechanical, physical and magnetic properties have been synthesized from NC feedstock powders 
[15,23,24]. Therefore, it is important to be able to identify feedstock powder characteristics such as 
particle size, powder morphology, grain size, phase transformation and magnetic properties as a 
function of milling time. For example, the particle size which is an important parameter for thermal 
spraying considerably affects particle temperature and speed during flight that subsequently influences 
coating properties. 
 

2. Materials and methods 
Nanostructured Fe75Si15B10 (at. %) powders were prepared from pure elemental Fe (99.9%, <10_m), 
Si (99.9%, <45_m) and amorphous B (>99%) powders using a planetary high energy ball mill Retsch 
PM400/2. The milling process was performed at room temperature using hardened steel vials and balls 
(2 balls diameter 30 mm). The powder weight was 400 g and the powder-to-ball-weight ratio was 
about 2/1. The rotation speed was 250 rpm. The hardened steel vials and balls were sealed under argon 
atmosphere in a glove box to prevent from oxidation. In order to avoid the local temperature rise 
inside the vials, milling was interrupted each 1/2 h for 1/4 h. Powder morphology and particle size 
evolution during the milling process were followed by scanning electron microscopy (SEM) in 
DSM960A Zeiss equipment. The MA powders were thermally characterized by differential scanning 
calorimetry (DSC) in a DSC30 Mettler-Toledo equipment. Structural and microstructural changes in 
the milled powders were characterized by X-ray diffraction (XRD) measurements on Brucker D8 
Advance diffractometer in a (q −2q) geometry using Cu-Ka radiation (l = 0.154056 nm). Phase 
transformation and microstructural parameters (lattice parameters, crystallite size, microstrains and 



 
 
 
 
 
 

phase percentage) were obtained from the full pattern XRD Rietveld fitting procedure using the 
MAUD program which is based on the Rietveld method [25]. 

The broadening of the diffraction peaks due to the strain and crystallite size effects after subtracting 
the instrumental broadening is given by: 

                                                        (1) 

where Bs is the full width at half-maximum of the XRD peaks, L the crystallite size, l the 
wavelength of X-ray, s the internal microstrain and q is the Bragg angle. Bs can be calculated as: 

                                                                          (2) 

where Bc is the width at half-maximum of the calibration peaks and Bm is the evaluated width. 

3.  Results and discussion 
Fig. 1 shows the morphology of the powder particles before and after several milling times. For the as-
received powder (0 h), a small amount of particles exhibit a spherical shape while the reminder shows 
an irregular morphology. Significant changes occur up to 25 h of milling as evidenced by the growing 
in size of the powder particles through agglomeration. On prolonged milling 150 h), cold welding and 
fracturing are the dominant processes as indicated by the wide distribution of particles size. This can 
be related partly to the nature of the starting particles since the presence of Si increases the hardness 
and brittleness of powders. The relatively hard particles tend to resist attrition and compressive forces 
and therefore, may remain less deformed. The bigger particle size of the powders milled for 150 h is 
more favorable for coating process which requires a powder particle size in the range of 10–50 µm. 
The average particle size of the powders, obtained from a statistical set of ~100 particle son each SEM 
micrograph, is shown in Fig. 2 as a function of milling time. The average particle size increases with 
increasing milling time, reaches a maximum value of about 19 µm after 25 h (stage 1) then decreases 
slightly on further milling time (stage 2). Above 50 h of milling, the narrow average particle size can 
be related to tendency of small particles to weld together and large particles to fracture under steady-
state conditions. 



 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 2. Average particle size variation during the milling 
process. 

 
 

 
XRD analysis can provide information on the structural characteristics of materials since the width 

and the intensity of the diffraction peaks depend on lattice strain, crystallite size, and other 
imperfections in the powders such as stacking faults. The accuracy of the XRD measurements is 

 
Figure 1. SEM micrographs of the as-received (0 h) and Fe75Si15B10 
powders milled for 10, 25 and 150 h 



 
 
 
 
 
 

crucial to the quantitative analysis for grain size and microstrains which are an essential requirement 
for quantitative studies of NC materials. 

Initial crystalline structures of reactants and products are: bcc a-Fe with lattice parameter a0 = 
0.2866nm and space group Im3m; cubic Si with unit cell a0 = 5.4309 Å and space group Fd-3m: 1; 
tetragonal Fe2B boride with space group I4/mcm and unit cells a0 = 5.110 Å and c0 = 4.249 Å. 
Structural evolution of the ball-milled Fe75Si15B10 powders is shown in Fig. 3. The XRD pattern of 
the raw mixture (0 h) displays the Bragg  diffraction peaks of the α-Fe and Si. B peaks are not 
detected owing to its low atomic scattering factor and amorphous state. The induced heavy plastic 
deformation into the powder particles during the milling process gives rise to the increase of crystal 
defects such as dislocations, vacancies and grain boundaries. Hence, the crystallite size refinement 
down to the nanometer scale and the increase in atomic level strain are evidenced by the broadening of 
the diffraction peaks and the decrease in their intensities as the milling process progresses.After 1 h of 
milling, it is observed inaddition to a-Fe and Si phases, the formation of a-Fe(Si, B) or a-Fe(B) solid 
solution (Fig. 4). According to the reduction of the Si peaks intensity, it seems that there is only a 
crystallite size refinement. Thereby, one can suppose that only the reaction between Fe and B proceeds 
at this stage of milling because of the negative enthalpy of mixing (DH=−38 kJ/mol), their great 
affinity and similar diffusion coefficient. Consequently, the formed solid solution might be a-Fe(B). 
The XRD patterns of the powders milled between 5 and 25 h of milling exhibit the same phases. 
Accordingly, the Rietveld refinement has been performed by the introduction of three phases: cubic Si, 
tetragonal Fe2B boride and bcc a-Fe(Si,B) solid solution (Fig. 5). 

 
 
 
 



 
 
 
 
 
 

 

 
Figure 3. XRD patterns of Fe75Si15B10 powders at different 
milling times. 

 
 
 
The obtained product on prolonged milling time consists of a highlydisordered a-Fe(Si,B) solid 

solution and Fe2B boride phase with relative proportions of about 74% and 26%, respectively (Fig. 5). 
The discrepancies between this result and those reported on the ball-milled Fe–Si–B powder mixtures 
[16–20,22] can be ascribed to the milling conditions (ball-mill type, initial elemental powders, ball-to-
powder-weight ratio, milling intensity, etc.). In fact, for the ball-milled Fe75Si15B10 (at.%) powder 
mixture in a vibratory spex 8000 mill with a ball-to-powder weight ratio of 8:1, a fully ferromagnetic 
amorphous phase was obtained after 19 h of milling [22]. It appears that the energy and frequency of 
ball-powder-ball collisions determine the final structures such as amorphization or disordering. 
 
 
 



 
 
 
 
 
 

 
 

 
Figure 4. Rietveld refinement of the XRD pattern of the 
Fe75Si15B10 powder milled for 1 h. 

 
 

 
Figure 5. Rietveld refinement of the XRD pattern of the 
Fe75Si15B10 powder milled for 150 h. 

 
 

To determine temperatures Ti for exothermic phase transformation and calculate the corresponding 
enthalpy change DHi, DSC temperature scans were performed at the heating rate 10 °C/min. Fig. 6. 
shows two exothermic peaks which are detected revealing a two-step crystallization process before the 
final stable states are reached. The first peak at 516 °C corresponds to the formation of the α-Fe(Si-B), 
the second peak at 610 °C may be associated to the crystallization of the reaming amorphous phase. 
The crystallization enthalpy DHi decreases rapidly with milling time until the 10 h (Fig. 7), after this 
time it remains constant. It is known that Ti can be associated with the final crystallization temperature 
for iron silicides and also for borides. Decrease of DHi with milling time, even against constant Ti, can 
be interpreted in terms of easier penetration of Si and B into the grains. 



 
 
 
 
 
 

 
Figure 6. The linear heating DSC traces of crystallization of 
Fe75Si15B10 powders at different milling times. 

 
 
 
 

 
Figure 7. Enthalpie variation during the milling process of 
Fe75Si15B10 powders at 600 °C peak. 

 
 
 
4. Conclusion 
NC Fe75Si15B10 powder mixture was obtained by MA in a planetary ball mill. The crystallite size 
decreases down to the nanometer scale (6–13 nm). The reaction between Fe and B leads to the 
formation of bcc α-Fe(B) solid solution and Fe2B boride after 1 h and 5 h of milling, respectively. The 
Si peaks disappear completely above 25 h of milling leading to its dissolution in Fe. A mixture of α-Fe 
(Si, B) solid solution and Fe2B nanophase is obtained on prolonged milling time. Thermal 
measurements (DSC) indicated the presence two exothermic peaks at 516 °C and at 610 °C are 
detected revealing a two-step crystallization process before the final stable states are reached. 
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Abstract:Abstract:Abstract:Abstract: The solar  lithium bromide
tion chillers have been the subject of intensive r
search in the past few years, due to a number of a
tractive properties. Minimizing waste energy is one 
of its advantages which are thermally driven by low 
grade energy such as waste heat coming  from indu
trial plants, solar energy that is available in most 
areas and representing a good source of thermal  and 
renewable energy resources, geothermal energy. The 
absorption chillers also contribute to ozone depletion 
and greenhouse warming. by replacements for the 
traditionally refrigerants (CFCs and HCFCs)Which 
affects the ozone layer.[1-4]. This paper presents the 
modeling and design of the solar  lithium bromide
water, absorption chillers of  8 to 20 Kw.  
Keywords:Keywords:Keywords:Keywords:  Absorption chiller, Lithium   bromide
water,  Thermodynamic modeling, design, Heat 
Exchangers… 

1111.... IntroductionIntroductionIntroductionIntroduction 
The solar lithium bromide-water absorption chiller 
shown in figure1 is mainly composed of two sy
tems: the solar system wich is composed of collector 
and tank and the absorption refrigeration system 
wich is essentially composed of heat exchangers that 
all have the same principles such as: 
evaporator, absorber,  

FigureFigureFigureFigure1111: Schematic diagram of a solar lithium br
mide water absorption chiller. 
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of a solar lithium bro-

solution heat exchanger and generator[5
system has its own loop and characteristics.
 

2222.... TTTThermodhermodhermodhermodynamic modelingynamic modelingynamic modelingynamic modeling
    

The parameters of each component are calculated by 
using  the basic concepts of th
ples, mass and energy balance  and the correlations 
provided in the literature for evaporation, condens
tion and liquid to liquid heat transfer
Mass balance Mass balance Mass balance Mass balance     
The mass balance of LiBr–H2O solution and lithium 
bromide in the solution for the main components is:
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Concentration balanceConcentration balanceConcentration balanceConcentration balance  
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Energy balance Energy balance Energy balance Energy balance     
Energy conservation equations could also be written 
for all  components of the cycle:

"-#$ 0/%&
%

' "-#$ 0/()*
% 

The correlations provided in the literature[
evaporation, condensation and liquid 
transfer are used in this study: 

0% + 0-1%, 3%, .%/                     
 
3333.... Analysis and design Analysis and design Analysis and design Analysis and design     

    
The algorithm displayed in Figure 2
steps of design solar  lithium bromide
tion chillers. Qe is equal to 10KW, first we fix i
parameters which are generator Temperature, a
sorber temperatures, condenser temperature, evap
rator temperature, Cooling Power 
changer efficacity ε; then we calculate the mean 
logarithmique temperature (∆
late: Hi, Xi, mi, Qi and we estimate Ui a
calculate heat exchangers area 
number of tubes NTbi and the total length of the tube 
LTi. 
Using MATLAB, the most parameters of the m
chine are simulated and plotted. To fix inputs para
eters we have simulate the COP versus g
temperature for different temperatures of the 
evaporater , the absorber and the condenser.

a solar a solar a solar a solar lithium lithium lithium lithium     

t exchanger and generator[5-8]. Each 
system has its own loop and characteristics. 
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using  the basic concepts of thermodynamic princi-
ples, mass and energy balance  and the correlations 
provided in the literature for evaporation, condensa-
tion and liquid to liquid heat transfer: 
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The algorithm displayed in Figure 2    describes the 
steps of design solar  lithium bromide-water, absorp-

is equal to 10KW, first we fix inputs 
rator Temperature, ab-

sorber temperatures, condenser temperature, evapo-
tor temperature, Cooling Power Φ0  and Heat ex-

; then we calculate the mean 
∆TLM)i, next we calcu-

and we estimate Ui after that we 
rea Ai which gives the 

and the total length of the tube 

Using MATLAB, the most parameters of the ma-
chine are simulated and plotted. To fix inputs param-
eters we have simulate the COP versus generator 
temperature for different temperatures of the 
evaporater , the absorber and the condenser. 



 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
    
    
    
    
    
    
    
    
    
Figure2:Figure2:Figure2:Figure2: the steps of design solar lithium bromide-
water, absorption chillers 
 

4444.... Results and discuResults and discuResults and discuResults and discussionssionssionssion    
Figure 3 present the variation of the COP with gener-
ator temperature for different evaporator temperature 
(6°C, 7°C, 8°C, 9°C, 10°C) at Tabsorber= 30°C and 
Tcondenser=35°C, this figure schow that the COP 
increase with increasing the evaporator temperatures. 

 
 FigureFigureFigureFigure3333: Variation of COP with generator tempera-
ture for different evaporator temperature at Tabs= 
30°C and Tcond=35°C. 

The refregerarion application used in this paper 
oblige that the evaporator temperature does not ex-
cides 7°C, the others parameters are determinated 
using the variation of the COP versus generator tem-
perature with evaporator temperature is equal to 7°C. 

 
FigFigFigFigureureureure4444: Variation of COP with generator tempera-
ture for different absorber temperature at Tcond = 
35°C and Tevap = 7°C. 
 
Figure 4 present the variation of the COP with gener-
ator temperature for different absorber temperature 
(25°C, 30°C, 35°C) at Teva=7°C and 
Tcondenser=35°C, In figure 4 it is clearly shown that  
the COP increase by decreasing the absorber temper-
atures, then we choose the temperature of the absorb-
er equal to 30°C.  
For evaporator temperature Tevap=7°C and absorber 
temperature Tab=30°C, the variation of COP with 
generator temperature for different condenser tem-
perature ( Tc=25°C, 30°C, 35°C, 40°C) are plotted in 
figure5. 

 
FigFigFigFigureureureure5555: Variation of COP with generator tempera-
ture for different condenser temperature at Tabs = 
25°C and Tevap =7°C. 
 
In figure 5 it is clearly shown that the COP increases 
with decreasing condenser temperatures.  
Enthalpies, temperatures, mass flow rate and the heat 
exchangers area  in each component,  are calculated, 
using Te=7°C, Ta=30°C and Tc=35°C the numerical 
results are tabulated (Table1&2). 
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Tc=25°C
Tc=30°C
Tc=35°C
Tc=40°C

Calculation of mean Calculation of mean Calculation of mean Calculation of mean 
logarithmic temperlogarithmic temperlogarithmic temperlogarithmic tempera-a-a-a-

ture (ture (ture (ture (∆∆∆∆TTTTLMLMLMLM))))iiii    

CaCaCaCalculation of lculation of lculation of lculation of pressure pressure pressure pressure     
PPPPe e e e , P, P, P, Pcccc    

Calculation  solution Titles XCalculation  solution Titles XCalculation  solution Titles XCalculation  solution Titles Xiiii    

Calculation of Enthalpies hCalculation of Enthalpies hCalculation of Enthalpies hCalculation of Enthalpies hiiii        

Calculation of maCalculation of maCalculation of maCalculation of mass flow   mss flow   mss flow   mss flow   miiii    

Calculation of the powers Calculation of the powers Calculation of the powers Calculation of the powers ΦΦΦΦiiii    

Estimation of exchangeEstimation of exchangeEstimation of exchangeEstimation of exchange    
coefficient Ucoefficient Ucoefficient Ucoefficient Uiiii    

Inputs tempeInputs tempeInputs tempeInputs temperatures: Tg, Ta, Tc, Te, Cooling Power ratures: Tg, Ta, Tc, Te, Cooling Power ratures: Tg, Ta, Tc, Te, Cooling Power ratures: Tg, Ta, Tc, Te, Cooling Power ΦΦΦΦe  e  e  e  
and Heat exchanger efficacity and Heat exchanger efficacity and Heat exchanger efficacity and Heat exchanger efficacity ηηηηshxshxshxshx 

Calculation of the heat exchangers Area    AiCalculation of the heat exchangers Area    AiCalculation of the heat exchangers Area    AiCalculation of the heat exchangers Area    Ai    

Calculation of the number of tubes             NTiCalculation of the number of tubes             NTiCalculation of the number of tubes             NTiCalculation of the number of tubes             NTi 



Table 1:Table 1:Table 1:Table 1: Thermodynamic data of state points  

StateStateStateState    HHHH    
(Kj/kg)(Kj/kg)(Kj/kg)(Kj/kg)    

mmmm    
(Kg/s)(Kg/s)(Kg/s)(Kg/s)    

PPPP    
(Kpa)(Kpa)(Kpa)(Kpa)    

TTTT    
(°C)(°C)(°C)(°C)    

% % % % 
LiBrLiBrLiBrLiBr    

1111    61.74 0.0219 0.994 30 50.95 
2222    61.74 0.0219 5.625 30 50.95 
3333    118.67 0.0219 5.625 56.24 50.95 
4444    215.14 0.0178 5.625 85 62.80 
5555    143.94 0.0178 5.625 46.5 62.80 
6666    141.16 0.0178 0.994 45 62.80 
7777    2652.9 0.0041 5.625 85 0 
8888    147.31 0.0041 5.625 35 0 
9999    147.31 0.0041 0.994 7 0 
10101010    2566.7 0.0041 0.994 7 0 

 
Qe=10kW, COP=0.82, Te=7°C, Ta=30°C, Tc=35°C, 
Tg=85°C, ηshx=0.7. 
 
Table 2:Table 2:Table 2:Table 2: Component design 

ElementElementElementElement    Qi Qi Qi Qi 
(kW)(kW)(kW)(kW)    

UiUiUiUi    
(Kw/m(Kw/m(Kw/m(Kw/m2222k)k)k)k)    

AAAAiiii    
(m(m(m(m2222))))    NTbiNTbiNTbiNTbi    LTiLTiLTiLTi    

(m)(m)(m)(m)    
GeneratorGeneratorGeneratorGenerator    12.188 1.7 0.451 10 6.02 
CondenserCondenserCondenserCondenser    10.356 2.54 1.021 22 13.62 
EvaporatorEvaporatorEvaporatorEvaporator    10.000 1.2 1.634 35 21.80 
AbsorberAbsorberAbsorberAbsorber    11.764 1.75 0.596 13 7.96 
Solution Solution Solution Solution 
Heat eHeat eHeat eHeat ex-x-x-x-
changerchangerchangerchanger    

1.250 0.2 0.282 6 3.77 

 
5555.... conclusionconclusionconclusionconclusion    

    
The water lithium bromide absorption machine was 
studied theoretically in this paper, based on the basic 
concepts of thermodynamic principles, mass and 
energy balance  and the correlations provided in the 
literature  the performance of the machine was calcu-
lated. To evaluate the heat exchangers Area Ai and 
calculate the number of tubes a detailed solution 
algorithm was presented and validated. 
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NomenclatureNomenclatureNomenclatureNomenclature    
  VariableVariableVariableVariable    DésignationDésignationDésignationDésignation    
A m2 area 
C Kj.Kg-1. °C-1 specific heat capacity 
h Kj. Kg-1 enthalpy 
m Kg.s-1 mass flow rate 
P Pa pressure 
Q kW heat flux  
T °C temperature 
UA kW K-1 heat transfer coefficient  
X Kgsalt/ kgSol solution mass fraction   

η % Solution heat exchanger 
efficiency 

IndiceIndiceIndiceIndice        
i=(a,e,c,g,shx) Element  
in  input 
out output 
shx Solution Heat exchanger 
a Absorber 
c Condenser 
e Evaporator 
g Generator 
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Abstract: Various engineered nanomaterials have already been introduced into a 
number of industrial processes and innovative products. However, their potential 
hazards on mammalian and humans remain largely unknown (Aschberger et al., 
2011). As a result of their unique physicochemical properties, nanoparticles are 
becoming present in sunscreens, toothpastes, sanitary ware coatings and even food 
products. Currently, researchers are focusing on many areas such as applied physics 
and chemistry, mechanical and electrical engineering, nanotoxicology, nanobiology, 
and nanomedecine, industrial applications and environmental investigations (Ferreira 
et al., 2013).  

Zinc oxide nanoparticles (ZnO NPs) are used in a wide range of products including 
cosmetics, food packaging, imaging, etc. The present study was conducted on Wistar 
male rats and aimed to investigate the acute oral toxicity of ZnO NPs (0.5 and 1g/kg 
of body weight). The rats were sacrificed after 24h, 48h, 7, 15 and 30 days of ZnO 
NPs administration and blood samples were collected for assaying serum biochemical 
parameters. Liver histopathological examination was also performed. 

Our results showed a significant accumulation of nanoparticles in the liver of treated 
animals leading to cellular injury including steatosis, inflammation, hepatocyte 
ballooning and later necrosis. Such damage was confirmed by the increase of serum 
activities of alanine aminotransferase (ALAT) and aspartate aminotransferase (ASAT) 
as well as creatinine, uric acid and total proteins levels. 

These findings showed that acute oral exposure to 15nm- sized ZnO NPs in Wistar rat 
leads to hepatic accumulation of nanoparticles and induces liver dysfunction. These 
results also suggest the need for a complete risk assessment of any new engineered 
nanoparticles before its arrival into the consumer market. 

Key words: ZnO nanoparticles, rats, liver, toxicity  

 

 



1.Introduction: 

A nanoparticle is the most fundamental component in the fabrication of a 
nanostructure, and may be defined as a particle that has a characteristic dimension 
from 1 to 100 nm. The term “nanoparticles” applies only to engineered particles (such 
as metal oxides, carbon nanotubes, fullerenes etc.) and does not apply to particles 
under 100 nm that occur naturally or are by products of other processes such as 
welding fumes, fire smoke, or carbon black (Hoyt and Mason, 2008). Zinc oxide 
nanoparticles (ZnO NPs) have been used for decomposition of some organic 
compounds under the ultraviolet illumination (Wang et al., 2007; Xu et al., 2007).  

Many studies have reported that ZnO NPs could induce apoptosis in human dermal 
fibroblasts via p53 and p38 pathways (Meyer et al., 2011). In addition , ZnO NPs may 
produce cytotoxicity on the liver and kidney cells in mice via induction of oxidative 
stress, DNA damage and apoptosis (Li et al., 2011, Sharma et al., 2011; Sharma et al., 
2012 ), both broncho-alveolar lavage cells and white blood cells in rats via interfering 
with zinc ion homeostasis (Kao et al., 2012), human bronchial epithelial cells (Heng 
et al., 2010) and Escherichia coli via oxidative stress (Brayner et al., 2006; Kumar et 
al., 2011). Therefore, in this study we propose to investigate the acute oral toxicity of 
ZnO NPs (0.5 and 1g/kg of body weight) on male Wistar rats liver. 

2.Material and methods: 

2.1. Animals: 

Wistar albino male rats (3–4 weeks old and weighing 100-120g) purchased from 
Pasteur institute, Tunisia, were used in this study. They were housed in polypropylene 
cages with 12h light and dark cycle. Animals were fed standard pellet feed and water.  

2.2. Experimental design: 

Wistar male rats were treated with two acute oral dose of ZnO NPs (0.5 and 1g/kg of 
body weight).The rats were sacrificed after 24h, 48h, 7, 15 and 30 days of ZnO NPs 
administration and blood samples were collected for assaying serum biochemical 
parameters. Liver histopathological examination was also performed. 

2.3 Biochemical determinations 

The biochemical parameters like serum enzymes: aspartate aminotransferase (ASAT), 
alanine aminotransferase (ALAT), creatinine, uric acid and total proteins were 
assayed using assay kits (BIOMAGHREB , Tunisia). 

2.4. Histopathological studies: 

The liver tissue was dissected out and fixed in 10% formalin. Sections were prepared 
and then stained with hematoxylin and eosin (H–E) dye for photomicroscopic 
observation, including cell necrosis, fatty change, hyaline regeneration, ballooning 
degeneration. 



2.5 Statistical analysis  

The data are expressed as mean
analyzed by one-way ANOVA. A value of 
significant. 

3.Results and discussion:

 

 

 
Figure 1.Effect of a single injection ZnO NPs on serum biomarkers levels. (A) 
creatinine, (B) uric acid, (C) total proteins,
transaminase (ALAT), (E) 

* p<0,05 ; ** p<0,01 ; *** p<0,001 vs 
Tukey test).  

 

 

The data are expressed as mean ± SD. The difference among means has been 
way ANOVA. A value of P < 0.05 was considered as statistically 

Results and discussion: 

.Effect of a single injection ZnO NPs on serum biomarkers levels. (A) 
creatinine, (B) uric acid, (C) total proteins, (D) serum glutamate pyruvate 
transaminase (ALAT), (E) aspartate aminotransferase (ASAT). 

* p<0,05 ; ** p<0,01 ; *** p<0,001 vs control (Test one-way ANOVA 

The difference among means has been 
considered as statistically 

 

.Effect of a single injection ZnO NPs on serum biomarkers levels. (A) 
serum glutamate pyruvate 

way ANOVA followed by 



 

Figure 2. Histopathology of rat liver after ZnO NPs exposure: (
control rat showing hepatic cells with nuclei, cytoplasm, central vein and portal triad 
(HE×25). (B)Liver section of rats killed 24h after oral administration of 0.5 g/kg of 
ZnO NPs with: significant vascular congestion (arrows) (HE×
of rats killed 48h after oral administration of 0.5 g/kg of ZnO NPs showing edematous 
rearrangements (HE×40) (arrowheads). (D) Liver section of rats killed 72h after oral 
administration of 0.5 g/kg of ZnO NPs showing inflammatory inf
polymorphic and rich in eosinophils (HE×40) (Arrows). (E) Liver section of rats 
killed 15 days after oral administration of 0.5 g/kg of ZnO NPs showing vascular 
congestion (arrows), cell vacuolization (v), necrosis (N) features and ede
(arrowheads) (HE×40). (F). Liver section of rats killed 24h after oral administration 
of 1 g/kg of ZnO NPs showing vascular congestion 
(N)(HE×40). (G) Liver section of rats killed 24h after oral administration of 1g/kg of 
ZnO NPs showing edematous rearrangements and similar features to E (HE×40). 
Liver section of rats killed 24h after oral administration of 1g/kg of ZnO NPs showing 
edematous rearrangements (arrowhead) (HE×40). 
after oral administration of 1g/kg of ZnO NPs showing vascular congestion
(arrowhead) and inflammatory infiltration (arrow

V N 

Histopathology of rat liver after ZnO NPs exposure: (A) Section of liver of 
control rat showing hepatic cells with nuclei, cytoplasm, central vein and portal triad 
(HE×25). (B)Liver section of rats killed 24h after oral administration of 0.5 g/kg of 
ZnO NPs with: significant vascular congestion (arrows) (HE×40). (C) Liver section 
of rats killed 48h after oral administration of 0.5 g/kg of ZnO NPs showing edematous 
rearrangements (HE×40) (arrowheads). (D) Liver section of rats killed 72h after oral 
administration of 0.5 g/kg of ZnO NPs showing inflammatory infiltrate intra
polymorphic and rich in eosinophils (HE×40) (Arrows). (E) Liver section of rats 
killed 15 days after oral administration of 0.5 g/kg of ZnO NPs showing vascular 
congestion (arrows), cell vacuolization (v), necrosis (N) features and ede
(arrowheads) (HE×40). (F). Liver section of rats killed 24h after oral administration 
of 1 g/kg of ZnO NPs showing vascular congestion (arrow) and 

Liver section of rats killed 24h after oral administration of 1g/kg of 
NPs showing edematous rearrangements and similar features to E (HE×40). 

Liver section of rats killed 24h after oral administration of 1g/kg of ZnO NPs showing 
edematous rearrangements (arrowhead) (HE×40). (I) Liver section of rats killed 24h 

administration of 1g/kg of ZnO NPs showing vascular congestion
(arrowhead) and inflammatory infiltration (arrow) (HE×40). 

 

A) Section of liver of 
control rat showing hepatic cells with nuclei, cytoplasm, central vein and portal triad 
(HE×25). (B)Liver section of rats killed 24h after oral administration of 0.5 g/kg of 

40). (C) Liver section 
of rats killed 48h after oral administration of 0.5 g/kg of ZnO NPs showing edematous 
rearrangements (HE×40) (arrowheads). (D) Liver section of rats killed 72h after oral 

iltrate intra-portal 
polymorphic and rich in eosinophils (HE×40) (Arrows). (E) Liver section of rats 
killed 15 days after oral administration of 0.5 g/kg of ZnO NPs showing vascular 
congestion (arrows), cell vacuolization (v), necrosis (N) features and edema 
(arrowheads) (HE×40). (F). Liver section of rats killed 24h after oral administration 

 focal necrosis 
Liver section of rats killed 24h after oral administration of 1g/kg of 

NPs showing edematous rearrangements and similar features to E (HE×40). (H) 
Liver section of rats killed 24h after oral administration of 1g/kg of ZnO NPs showing 

Liver section of rats killed 24h 
administration of 1g/kg of ZnO NPs showing vascular congestion 



ZnO NPs are used in consumer products such as sunscreen, additives and packing 
agents due to their antimicrobial properties, and in fungicides, anticancer drugs and 
clinical imaging reagents can lead to ingestion exposure (Rasmussen et al., 2010, He 
et al., 2011;). Absorbed ZnO NPs from the gastrointestinal tract enter the liver 
through the portal vein and may impact the liver since it is the primary organ of 
metabolism. Therefore, hepatotoxicity is one of the major emerging issues concerning 
potential hazards of ZnO NPs (Yang et al., 2015). 

Liver damage induced by ZnO NPs, was investigated by serum biomarkers such as 
ASAT, ALAT, creatinine, uric acid and total protein levels. Blood creatinine (Fig. 
2A) and ASAT (Fig. 2E) activities were higher in rats administered with 0.5 and 1g 
/kg of ZnO NPs compared to untreated group. Whereas uric acid (Fig. 2B) and total 
proteins concentrations (Fig. 2C) were lower.  

Thus, the increased serum levels of ASAT activity constitutes a sign of hepatocyte 
damage, while raised blood creatinine and decreased total proteins concentrations are 
biomarkers of possible kidney injury. The decrease of blood uric acid content could 
be a biomarker of an oxidative stress status. 

In our study, oral administration of ZnO NPs to rats leads to liver injury that was 
reflected by increased ASAT in the serum starting 24h after ZnO NPs injection and 
returns to normal by the 7th day post treatment. In the contrary, there were no 
significant changes in ALAT activity (Fig. 2D) compared to sham group.   

Previous data of Wang et al., (2006) on the acute toxicity of nano- and micro-scale 
zinc powder in healthy adult mice indicated more liver pathological lesions in nano 
group than micro group. Moreover, Wang et al., (2007) in a study on the acute 
toxicity and biodistribution of different sized titanium dioxide (TiO2) particles in 
mice after oral administration, have noticed that hepatic damage is more pronounced 
with smaller particles. 

ZnO NPs-induced liver injury was further confirmed by histopathological 
examination, which showed edematous rearrangements and intra-portal inflammatory 
infiltrations and congestive dilation of central veins. These early histopathological 
changes induced later (after 15 days of ZnO NPs exposure) necrosis cell death. 

4.Conclusion: 

Based on the results of histopathological and biochemical findings, a preliminary 
conclusion could be drawn that oral administration of ZnO NPs induced liver damage 
in a dose-dependent manner and this effect varied also with treatment duration.  
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Abstract: In this work we investigate the coupling between Plasmonic gold nanostructures and catalyst supports such as 
TiO2, ZnO and Al2O3 in order to study the photocatalytic degradation of Bisphenol A (BPA) under visible laser excitation. 
The experimental investigations have shown extremely fast and complete photodegradation of organic pollutants in water. 
The influence of photocatalyst band gap on the catalytic activity was investigated as well. Au/TiO2 catalyst showed the 
fastest degradation of BPA due to efficient electron transfer from excited noble metal Gold nanoparticles to the 
semiconductor.  

Introduction: 

Bisphenol A (BPA) is used as a monomer and additive in the production of polycarbonate plastics such as baby bottles 
and as epoxy resin. It causes a strong estrogenic endocrine disrupting effect and cancer and has an acute toxicity in the 
range of ∼1-10 mg L-1 for a number of fresh water and marine species (3). Thus development of methods for the removal 
of BPA is still a big challenge. In this context, advanced oxidation processes (AOPs) have been proposed for the 
elimination of many toxic organic compounds in waste water, air and soil; such as (O3/H2O2, UV/O3, UV/H2O2, 
H2O2/Fe2+, and UV/TiO2). More particularly, the photocatalytic process using a semiconductor as PhotoCatalyst (PC) 
under UV irradiation is currently applied for the oxidation of various organic compounds (5). However, the fast 
recombination of the photogenerated electron hole (e-/h+) and the wide band gap of semiconductors which limit 
absorption to the UV range, reduce their efficiency as PC(1). Various solutions have been reported and shown the 
possibility to increase the efficiency of semiconductor photocatalysis such as coupling them with noble metals or doping 
them with nitrogen (5). In that context, Gold Nanoparticles (GNPs) in electronic contact with TiO2 have shown the 
possibility to use this later as efficient PC in the visible range (2). In this study, the efficient photodegradation of BPA 
under visible light was demonstrated. The influence of various parameters such as irradiation time, laser power, and 
catalyst type has been investigated. Four materials (Au/TiO2, Au/Al2O3, Au/ZnO and TiO2) were investigated as PCs for 
the degradation of BPA under 2.2 W of 532-nm laser.  

Experimental:   

Gold nanoparticles on TiO2, ZnO an Al2O3 extrudates (wt GNPS/wt TiO2=1%) were purchased from strem chemical. 
The photocatalytic activity of Au/TiO2, Au/ZnO and Au/Al2O3 was investigated using 2.5 ml of BPA 0.1mM in a quartz 
cuvette under visible irradiation. A laser emitting at 532 nm was used as a visible source. During the irradiation, the 
solution of BPA was magnetically stirred. The absorbance of BPA was measured by UV-visible spectrometry before and 
after irradiation for studying the reaction kinetics.  

Results and discussion: 

The experimental results shown in Figure 1-A revealed that there is no conversion of BPA in the presence of TiO2. 
Additionally, the conversion rate is almost negligible with Au/Al2O3 (less than 5% after 30 min). In the opposite, 92% of 
BPA was eliminated after 12 min in the presence of Au/TiO2. Au/ZnO shows also catalytic activity (~ 50% of 
conversion after 30 min) but seems to be less efficient than Au/TiO2 (100% of conversion after 20 min). It appears from 
this first result that the photodegradation reaction is related to the presence of GNPs at the surface of both TiO2 and 
Au/ZnO which are semiconductors with band gaps of 3.2 and 3.37 eV respectively. The catalytic activity under visible 
light could be attributed to electrons generated during excitation of the Localized Surface Plasmon Resonance (LSPR) 
which could be transferred to the Conduction Band (CB) of the semiconductor. Indeed, during laser excitation of GNPs, 
electrons are very dynamic in a high energy level that is higher than the CB of TiO2 and this of ZnO. The electrons 
transferred in this way are used for the generation of OH• radicals from water and dissolved oxygen at the surface of 
TiO2. OH• are highly reactive species and responsible for the degradation of pollutants. 



The absence of catalytic activity of TiO2 under 532 nm laser is simply related to fact that is not absorbing visible light. 
However, even though GNPs absorb visible photons, Au/Al2O3 does not show any photocatalytic activity, which could 
be explained by its high energy gap (> 6.5 eV) making it difficult the electron transfer from GNPs.  

 

Figure 1: A: the conversion rate of BPA as a function of irradiation time. B: Kinetics of the degradation reaction of BPA.  

The kinetic of photocatalytic degradation of BPA in the presence of Au/TiO2, Au/ZnO and Au/Al2O3 has shown to 
follow a first order kinetic reaction where lnC0/C varies linearly with time (Figure 1-B). The constant rate of reaction (K 
in min-1) for Au/Al2O3, Au/ZnO and Au/TiO2 is 0.0017, 0.0258 and 0.2252 respectively (figure 1-B). Indeed, this result 
shows clearly faster degradation reaction in the presence of Au/TiO2. This behavior is due to efficient electron transfer 
promoted by the highest difference of energy gap between excited electrons of GNPs and CB of TiO2.  

 

Figure 2: A: The conversion of BPA using different laser powers. B: The variation of the reaction rate constant K (min-1) 
as a function of laser power. 

Figure 2 shows the influence of Laser Power (LP) on the catalytic activity of Au/TiO2. From Figure 2-A, it appears that 
the conversion rate at a given time is increasing with incident energy, in relation with higher number of transferred 
electrons. However, the variation of K with LP (Figure –B) seems to reach a plateau after 1000 mW where conversion 
rate of BPA after 9 min is almost the same, even for 2000 mW. This saturation of K could be attributed to a limited 
number of transferred electrons in relation with small amount of Gold which is 1 % weight from TiO2 weight. 

Conclusion: 

Efficient photocatalytic degradation of BPA under visible light irradiation was demonstrated. The influence of catalyst 
type was investigated. It turns out that Au/TiO2 allows the most efficient degradation reaction where almost 100% of 
BPA is eliminated after 12 min. This result is attributed to efficient electron transfer between excited electrons of GNPs 
and CB of TiO2.  
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ABSTRACT 

Magnetic iron oxide nanoparticles (NPs) were elaborated according to a simple 

hydrothermal approach at 160°C using water as solvent. The structure and the microstructure of the 

as-elaborated products were investigated by X-ray diffraction (XRD), scanning electron microscopy 

(SEM) and transmission electron microscopy (TEM). The XRD technique confirmed the formation 

of magnetite Fe3O4 nanostructures with high purity and good crystallinity. Their SEM and TEM 

micrographs show NPs with various sizes and morphologies (spherical and hexagonal prisms) 

depending on the synthesis conditions. 

 
Keywords: Magnetic Iron oxide nanoparticles, magnetite, hydrothermal method, 

 

INTRODUCTION 
For the past three decades, iron oxide nanoparticles (NPs), especially magnetite Fe3O4 and 

maghemite γFe2O3, have been established as a promising platform because of their numerous 

biomedical applications such as, targeted drug delivery, hyperthermia, magnetic scaffolds for bone 

defect repair, magnetic resonance imaging (MRI),…[1-3]. Many of these applications are directly 

related to the biocompatibility and the magnetic properties of these NPs. However, these latest 

properties highly depend on the structure and the microstructure (surface quality, the shape and the 

size, etc.) of the elaborated NPs which were influenced by the synthesis conditions.  

This paper, reports on the synthesis of magnetite Fe3O4 NPs with various sizes and 

morphologies using eco-friendly combined co-precipitation and hydrothermal approaches. The 

effect of synthesis conditions on the size and the morphology of the as-elaborated NPs were 

investigated. The X-Ray Diffraction (XRD) permits to confirm the purity and the good crystallinity 

of the as-elaborated powders identified as pure magnetite (Fe3O4) nanostructures. The electron 
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microscopes (SEM and TEM) of these magnetic NPs allow to confirm the effect of the synthesis 

process on the microstructure of the as-elaborated powders. 

 

2. EXPERIMENTAL DETAILS 
2.1 Synthesis of iron oxide nanoparticles  

Iron oxide NPs were prepared according to the following process: 9.37 mmol of Ferric 

chloride hexahydrate (FeCl3.6H2O, 97%) and 9.37 mmol of Ferrous sulfate heptahydrate 

(FeSO4.7H2O, ≥99%) were firstly dissolved in ultra-pure water. Thereafter, different amounts of 

NaOH were added to this solution under magnetic stirring at room temperature. The color of the 

solution moves from dark orange to black after few minutes, indicating the co-precipitation of 

Fe3O4 NPs. The black precipitate was then transferred into a Teflon-lined stainless steel autoclave 

to be heated at 160°C. After cooling to room temperature the resultant black precipitate was isolated 

by applying a permanent magnet (Fig.1). This procedure was repeated four to five times to remove 

excess ions and sodium chloride salt in the suspension. Finally the precipitate was dried in an oven 

at 50°C for 3h. 

 

 
Figure 1:  magnetic separation of the black precipitate  

 

2.2 Characterization 
The as-synthesized products were characterized using different techniques. Their crystal 

structure was obtained by X-ray diffraction employing a « PanalyticalX’Pert PRO MPD» 

diffractometer equipped with a copper anticathode (λCukα= 1.5418 Å). The average crystallites size 

was calculated using the Scherrer’s relation L =
TE
O

cos
9.0

, where: λ is the wavelength of the X-ray 

radiation, T is the Bragg angle of the corresponding peak, E = 22
SM EE �  is the full width at half-

height (FWHM) of the sample, EM, corrected for the instrumental broadening, ES, inferred from the 

standard Si sample. 
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SEM observations were carried out using a Carl Zeiss AURIGA Cross Beam (FIB-SEM) 

workstation instrument. A carbon support was used as a conductive substrate, upon which the 

samples’ powders were deposited.  

High-resolution transmission electron microscopic (HRTEM) observations were carried out 

on a Hitachi H-8100 II with thermionic emission LaB6. A diluted suspension was placed in a 

Kevlar 25 mesh grid for analysis.  

 

3. RESULTS AND DISCUSSION 

Several synthesis parameters such as the basic ratio (b= nOH-/(nFe2++nFe3+)), the duration of 

the hydrothermal treatment and the precursor’s mixing process have been varied in this study 

resulting in particles with different microstructural characteristics (table 1).  
Figure2 reports the XRD patterns of the as-elaborated powders. All diffractograms show six 

peaks characteristic of well-crystallized and pure magnetite (Fe3O4) with inverse spinel structure 

(space group (Fd-3m); JCPDS file, No 01-089-3854, 01-088-0315, 01-075-0033). The crystallite 

sizes, estimated from the FWHM of the (311) diffraction peak show an increase of the crystal size 

as the alkaline ratio increases (samples MFe1, 2, 3) (table 1) probably related to the increases of the 

pH of the aqueous solution which is in good agreement with results reported by                              

M. Mahdavi et al  [2]. Furthermore, the crystallite size increases by extending the duration of the 

hydrothermal treatment: The XRD pattern of the black precipitate obtained before hydrothermal 

treatment corresponds to pure Fe3O4 (Fig. 2d). The diffraction peaks are too large confirming the 

small size of crystallites (12.2 nm) constituting its particles. Furthermore, the crystallite size 

increases considerably when extending the duration of the hydrothermal treatment of this black 

precipitate (Table 1). This confirms that the particle’s growth occurs here via an aggregation 

process rather than Ostwald ripening one.  
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Table 1: The most attractive results obtained as a function of the alkaline ratio and duration of 
hydrothermal treatment. 

 
Samples  alkaline ratio (b) Duration of the 

hydrothermal 
treatment  

Crystallite size dXRD 
(nm) 

MFe1 2.46 1 21.7 

MFe2 2.76 1 24.4 

MFe3 3 1 65.2 

MFe4 2.76 0 12.16 

MFe5 2.76 12 32.6 

MFe6 2.76 30 78 
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Figure 2: XRD patterns of iron oxide nanoparticles synthesized at different alkaline ratios 

(a) MFe1, (b) MFe2, (c) MFe3 and different duration of the hydrothermal Treatment             

(d) MFe4,(e) MFe5, (f) MFe6 

 

The TEM micrograph of the sample MFe2 obtained at an alkaline ratio of 2.76 shows 

spherical nanoparticles with diameter in the range 22 - 40 nm (Fig.3a). The particles’size is larger 

than the crystallites size calculated on the basis of the XRD pattern which further implied that one 

particle is constituted of several crystallites. Thus, most particles are polydomain and their growth 

occurred via an aggregation process of initial crystallites which strongly support our previous 

hypothesis.  

4/5



Proceeding nanotech Tunisia 2015                                         April 22-24, 2015. Hammamet, Tunisia  
 

 

When changing the adding process of  NaOH to the ferrous precursor solution, NaOH is 

now added as aqueous solution not as pellet, a drastic change in the particles’ morphology from 

spherical (sample MFe2) to hexagonal prismatic, for the sample MFe7 (Fig.3b), was observed. 

Moreover, the NPs of the sample MFe7 are not monodisperse and their diameter’s range from 10 to 

70 nm. The effect of the precursor mixing process on the structural and microstructural 

characteristic of the elaborated NPs will be further investigated in our future studies. 

 

 

 

 
(a)                                                                                      (b) 

Figure 3: a) TEM micrograph of the sample MFe4 and b) SEM micrograph of the sample MFe7 
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ABSTRACT 
This work investigates the use of biopolymer adsorbents 
of blended agarose/chitosan incorporated with multi-
walled carbon nanotubes (Agr-Ch-MWCNT) as micro-
solid phase extraction tool for the determination non-
steroidal anti-inflammatory drugs (NSAIDs) in aqueous 
matrices. The Agr-Ch-MWCNT adsorbent demonstrated 
high affinity for NSAIDs in tap water, well water and 
river water with excellent relative recoveries and good 
reproducibility. 

Keywords: biopolymers blended, incorporation of 
MWCNTs, NSAIDs and adsorption. 
 
1. INTRODUCTION  

Rapid industrialization increased the environmental 
pollution, impacting adversely upon the living organism. 
These include the pharmaceutical residue where they are 
found in effluents of conventional sewage treatment 
plants (STPs) as well as in surface water, ground water 
and drinking water [1]. Non-steroidal anti-inflammatory 
drugs (NSAIDs) is one of the most consumed 
pharmaceuticals that are frequently used in human and 
veterinary medicine for suppressing inflammatory 
process, treating allergies and reducing pain without side 
effects of sedation, respiratory depression or addiction. 
Due to their hydrophilicity and stability in water, 
NSAIDs can be retained in the aqueous phase for a very 
long time [2].  

Microextraction has been known as a new emerging 
technique towards simplification, miniaturization and 
minimization of organic solvents and materials used in 
sample preparation [3]. Adsorption methods are the most 
preferable and widely employed in the isolation and 
preconcentration of analytes in environmental samples. 
These include silica-based sorbents [4], synthetic 
polymer [5], nanofibers [6] and carbon nanotubes [7]. 
Each of them possesses great physical and chemical 
properties that give advantages in adsorbent-adsorbate 
interactions but high production cost and non-
biodegradable materials raised the industrial issue.  

Biopolymers such as chitosan and agarose are 
promising materials to overcome these drawbacks. 
Chitosan is endowed with high content of primary amino 

groups for an excellent adsorption capacity but is pH-
sensitive [7]. Meanwhile agarose offers molecular 
flexibility with high pH-resistance but lack of native 
ligands [9]. Therefore, blending of biopolymers is a 
simple, convenient and effective method to improve 
their chemical properties and mechanical strength rather 
than tedious and complex procedure of chemical 
modifications [10]. 

Multi-walled carbon nanotubes (MWCNTs) are 
polymers of pure carbon with multiple layers in tubular 
shape. Incorporation of highly interconnected pores of 
the MWCNTs in the biopolymer matrix is expected to 
contribute to the increase in the hydrophobic sites, 
surface area and porosity of the materials and thus 
enhancing the extraction efficiency [11]. 
 
2. EXPERIMENTAL 

2.1 Composite Film Microextraction (CFME) 
 
Preparation of Agr-Ch-MWCNT composite film is 

based on previous work in our laboratory [12] with some 
modifications.  

Composite film microextractions of NSAIDs were 
carried out as described by Loh, et al., 2013 [13]. HPLC 
separations were carried out on a Zorbax Eclipes Plus 
C18 column (3.5 µm × 2.1 mm I.D. × 100 mm) and 
analytes were detected at wavelength of 230 nm and 
recorded on a Powerchrom data recording system 
(eDAQ, Australia). The eluent was acetonitrile-acetate 
buffer (pH 3.2; 25 mM) (60:40) (v/v) at flow rate 0.2 
mL/min. 

 
3. RESULTS AND DISCUSSION 
3.1. Characterization of Agr-Ch-MWCNT 

The composite film of Agr-Ch-MWCNT obtained 
was in black in color and it possessed a rough surface. 
The FESEM micrograph of Agr-Ch-MWCNT (Fig. 1) 
shows MWCNT obtained high compatibility within the 
matrix of Agr-Ch film with no sign of aggregation [14]. 
This corresponds to very good dispersion and adhesion 
of MWCNT in the matrix. The specific surface area 
from BET analysis was found to be 40.258 m2/g 
indicating that the incorporation of MWCNT in 
composite film contributed to larger surface area 



Proceeding nanotech Tunisia 2015                                                April 22-24, 2015. Hammamet, Tunisia 

	 2/3	

compared to origin polysaccharides [6]. A cumulative 
pore volume is 0.0415 cm3/g while total pore area is 
4.050 m2/g.  
 

 
Fig. 1: Cross section micrograph of Agr-Ch-

MWCNT 
 
3.2. Optimization of CFME Performance 

The addition of salt leads to a higher ionic strength 
and decrease the solubility of NSAIDs analytes in 
aqueous samples. As shown in Fig. 2a, the extraction 
efficiency of analytes increased until an optimum 
condition was achieved at 2% (w/v). Further addition of 
salt resulted in decreasing  efficiency. This might be due 
to electrostatic interaction between the adsorbents and 
salt in the solution [5]. 

Most of the NSAIDs have low pKa values where 
they mostly exist in neutral forms at low pH and 
protonated at higher pH. Therefore, sample pH was 
expected to influence efficiency of extraction. In this 
work, extraction recovery significantly improved when 
sample pH was increased from 1 to 2. These might be 
attributed to the considerable hydrophobic interactions 
of MWCNTs in the composite film and also the blended 
Agr-Ch that existed in protonated forms that contributed 
to ionic interactions towards analytes [15]. 
 In order to investigate the effect of adsorbent 
loading amount (% w/v) on actual extraction 
performance, different MWCNT concentrations in the 
range 0 - 0.5 % w/v were applied on the Agr-Ch film. 
Fig. 2b shows that the extraction recovery of NSAIDs 
was <10% when only Agr-Ch film was used as 
extraction medium. However, the extraction 
performance increased proportionally with incorporation 
of MWCNT from 0 to 0.4% w/v. It showed that 
hydrophobic and π-π interactions between MWCNT and 
analytes were more dominant than ionic interactions 
within Agr-Ch film under pH 2 conditions.  
 
(a) 

 
(b) 

 
Fig. 2: (a) salting out effect on extraction of NSAIDs 
from aqueous samples. (b) effect of concentration of 
MWCNT on extraction of NSAIDs from aqueous 
samples.  
 
3.3 Validation Data of CFME of NSAIDs from 
Spiked Tap Water, River Water and Well Water 
 Experiments were carried out to validate the 
applicability of the CFME technique under the 
optimized conditions. Calibration curves were plotted 
using least-squares methods plotting the peak area as 
response versus concentration. It was found that the 
calibration curve were linear in the range of 1-200 µg/L 
(NAP) and 10-500 µg/L (DIC and MEF) for the water 
samples. Good linearity (Table 1) was obtained in the 
specific concentration ranges. The limits of detection 
were in the range of 0.89-8.05 µg/L. Relative recovery 
studies showed excellent relative recoveries in the range 
of 94.30 - 109.74% and good reproducibility with 
relative standard deviations (RSDs) of < 5.16%.  
 
4. CONCLUSION 
      Biopolymers adsorbents with multi-walled carbon 
nanotube reinforced blended agarose/chitosan composite 
film (Agr-Ch-MWCNT) has been successfully prepared. 
Incorporation of MWCNT increased the surface area and 
offer additional active sites for adsorbent-adsorbate 
interactions. The efficiency of synthesized biopolymer 
adsorbent has been evaluated in composite film 
microextraction (CFME) of selected NSAIDs with 
HPLC-UV detection. The proposed method showed low 
LODs value and excellent relative recoveries and 
provided rapid, simple step extraction and also reduction 
in organic solvent consumption.   
 
Table 1: Validation data of CFME of NSAIDs from 
spiked tap water, well water and river water samples 

Sample Analyte Linearity 
range, µg/L r2 LOD, 

µg/L 

Tap 
water 

NAP 1-200 0.9981 0.89 
DIC 10-500 0.9995 7.62 
MEF 10-500 0.9994 7.64 

Well 
water 

NAP 1-200 0.9988 0.89 
DIC 10-500 0.9973 4.89 
MEF 10-500 0.9983 7.12 

River 
water 

NAP 1-200 0.9991 0.97 
DIC 10-500 0.9977 6.15 
MEF 10-500 0.9982 8.05 
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Temperature and cross-linking degree effects on the swelling 
of poly(acrylamide/1,6-hexanedioldiacrylate):Optimization by 
central composite designs  
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Abstract. The aim of this study was to apply central composite design (CCD) to model the 
effects of temperature (X1) and degree of cross-linking (X2) on the equilibrium swelling ratio 
(Y) of polyacrylamide hydrogel. Samples were prepared photo-chemically using a system 
composed of eosin/triethanolamine as photo-initiator and 1,6-hexanedioldiacrylate (HDDA) as 
crosslinker. The mathematical relationship of swelling ratio on the two factors can be 
approximated by a second-order quadratic model. Response surface modelling (RSM) was 
used to describe the individual and interactive effects of two variables at five levels. Predicted 
values were found to be in good agreement with experimental values. The model optimization 
prediction showed that the cross-linking degree has the higher effect and the swelling ratio 
presented the maximal result about 1290% at the optimal condition of 2% of cross-linker at 
70°C. 

1.  Introduction 
Polyacrylamide (PAM) is an atoxic, stable and high swell-ability in water. It commonly used as colon 
specific drug delivery devices and in wastewater treatment application [1,2]. Such materials are often 
prepared via a photopolymerization mechanism. Organic dyes are less toxic, less expensive and can be 
used for dye sensitization process [3]. Several organic dyes such as eosin Y, rose bengal and 
methylene blue [4,5] in the presence of electron donors such as tertiary amines, have been described as 
efficient photo-initiators for the free radical polymerization of acrylate monomers in aqueous 
solutions. [6–9] The tertiary amine is used as oxidizing species whereas the dye acts as reducing agent 
[10]. The swelling of this polymeric network is influenced by many parameters such as polymer 
composition, temperature and the nature of swelling media. The optimization of these parameters 
required high number of experiments. To reduce this number, thereby, save significant experimental 
time, material used for analysis and personal cost. Researchers are focused on using an experimental 
design that considered as efficient procedure for planning experiments so that the data obtained can be 
analyzed to yield valid and objective conclusions [11]. 

In this investigation, hydrophilic three-dimensional polymer network were elaborated made up of 
polyacrylamide. A photo-initiator system composed of eosin and triethanolamine in aqueous medium 
was applied for UV-radiation exposure. 1,6-Hexanedioldiacrylate (HDDA) was used as cross-linker. 
The central composite design (CCD) was used as an experimental strategy for seeking the optimum 
conditions for effect of temperature and degree of cross-linking on the equilibrium swelling ratio 
(ESR) of this polymeric material. 

 
 

2.  Experimental  



 

 

2.1.  Materials 
Acrylamide (AM), (97%). Eosin (98%) (All products from Sigma-Aldrich) were used as received, 
without further purification. 

2.2.  Sample preparation  

A reagent solution was prepared included acrylamide and eosin in aqueous medium, this solution 
was stirred for 24h.  

2.3.  Ultraviolet/Visible Spectroscopy 
 
The absorption spectra of all solutions were obtained from a Varian Cary 100 UV visible 
double-beam spectrophotometer. 

2.4.  Real-Time Infrared spectroscopy  

Uniform samples were prepared by casting the photo-curable formulation between a NaCl plate and 
a Polyethyleneterephthalate (PET) film. The samples, which were analyzed by infrared spectroscopy 
( Agilent Technologies Cary 600 Series FTIR Spectrometer, transmission mode, spectral resolution 
4cm-1), were simultaneously exposed to the visible light source mentioned above, at T=20°C. The 
spectrophotometer was provided with a Fourier transformed algorithm.  

3.  Central composite design approach (CCD)  
 
Central composite design (CCD) was used to study the swelling behavior of the two factors towards 
one response. This method can reduce the number of experimental trials required to evaluate main 
effect of each parameter and their interactions. In general, CCD is characterized by three operations 
namely: 2n axial runs, 2n factorial runs and nc central runs as shown equation (1):  
 

! = 2$ + 2& + $'																						(1) 
 
Where N is the total number of experiments required, n is the number of factors in the CCD [12]. The 
CCD in present research, with two factors, is composed of 11 experiments, reported in Table 1.  
 

Table 1. CCD with 11 experiments. 
Points n=2 
Factorial points 2n 4 
Star points 2n 4 
Center points nc (varies) 3 
Total 11 

 
Alpha (α) approximately shows the distance of the axial from center point, which is rotatable and 
strongly depends on the number of factorial points and can be calculated from following equation 
[13]:  
 

,	(-./-0	1/23-$45) = 2&
6
7																																												(2) 
 

In the present case n= 2 and α=1.414. 
The factors in this experiment were degree of cross-linking (X1) and temperature (X2) represented on 
figure 1.  
 



 

 

 
 

Figure 1. Central composite design for two factors X1 and X2. 
 

The relation between the coded and the natural scales is given as follows: 
 

89 = :9
8;<= − 8;9&

2 + 8;<= + 8;9&
2 																															(3) 

 
Where Ui is a continuous quantitative factor and Xi is the coded value, Umin and Umax represent the 
limits of the factor as specified by the user [14].  
 
A second-order polynomial Equation (4) that includes two squared terms, two linear terms and one 
interaction term was used to calculate the predicted response: 
 
@ = AB + A6:6 	+ AC:C 	+ A66:6C 	+ ACC:CC + A6C:6:C																													(4)	      
                        
Where y is swelling ratio, b0 is the average of the results of the replicated center point; b1 and b2 are 
the main half-effects of the coded variables X1 and X2, respectively; b11, and b22 are the squared 
effects; b12 : factor interaction half-effects [15]. 
 
Coefficients of the effect to each factor noted b were determined by matrix algebra according to the 
following relation: 

A = :E: F6:E@																																														(5) 
 
Where X is the experiment matrix in coded variables, :E is the transposed experiment matrix and 
:E: F6 is the reverse of the matrix product of (Xt X) [16]. The coefficient of the effect of each Factor, 

were calculated using trial software Modde 9.1.  

4.  Results and discussion  

4.1.  UV-visible of eosin 
 
The UV-visible absorption spectrum of an aqueous solution of eosin at pH = 6, has four bands, a major 
band with a characteristic absorption maximum at 516 nm and three lowest absorption band located at 
485 nm, 341 nm and 300nm respectively. UV band is due to the π → π * transition and the visible band 
which is more intense due to the transition n → π * (λmax= 516 nm). The latter is responsible for the red 
colour that characterizes eosin at this pH (see figure 2). 



 

 

 
Figure 2. UV-visible absorption spectra of eosin dye in distilled water at T=20°C. 
 

4.2.  Kinetic of polymerization by UV-visible spectrophotometer  
 
The visible photo-polymerization of the formulation consisting of the system (eosin and acrylamide), 
was studied by means of a UV-Visible spectrophotometer. 
Figure 3 presents the decrease of the absorption peak of the eosin molecule at 516nm with irradiation 
time. The photo-induced electron transfer from the dye to the amine leads to the formation of a radical 
produced from the carbonyl compound (ketyl type radical), and another radical derived from the 
hydrogen donor. 
The eosin molecule changes its absorbance maximum during the polymerization reaction, at t = 0min, 
the maximum of absorbance is observed at the wavelength (λ= 522nm), after 8 minutes under visible 
light, the maximum of absorbance became at λ = 516 nm which is very close to the maximum 
absorbance of eosin in distilled water (λ = 516nm). We can say that the amount of un-reacted eosin is 
negligible (it remains in the water at the end of the reaction as shown in the visible spectrum at 8 
minutes). 
 
 



 

 

 
 
Figure 3. Spectral changes of eosin in the reagent solution based on acrylamide monomer in aqueous 

medium. Irradiation was performed at visible light under air atmosphere at T=20°C. 
 
 

When a solution of eosin is irradiated at visible light, the gradual fading of the solution is observed, 
which is reflected by the decrease in the intensity of the absorption band centered on 516 nm which 
confirms that the dye molecule has a significant impact in the reaction of polymerization (figure 4). 
 

  
t=0min t=8min 

 
Figure 4. Discoloration of eosin after photopolymerization of polyacrylamide under visible light (a) at 
t=0min, (b) at t=8min.  
 
Figure 5 represents the corresponding reaction scheme. The photo-polymerization of vinyl monomers 
is typically initiated by radicals produced from the hydrogen donor (TEOA). The ketyl radicals are 
generally not reactive toward vinyl monomers due to steric hindrance, but are involved in the 
termination reaction of the macromolecular chains.  
 



 

 

 
 
Figure 5. Reaction scheme of the photo-initiated radical polymerization by eosin.  

4.3.  FTIR characterization 
 
Figure 6 represents the polymerization kinetics of the same mixture as discussed above, obtained by 
FTIR analysis. Changes could be observed in the intensities of the stretching frequencies of the C=C 
double bond by exposing the sample to visible light.  
Conversion rate of 90% was obtained corresponding to the band at 812cm-1. Only trace amounts of 
remaining monomers and oligomers were observed at an irradiation time of 8 min. 
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Figure 6. Infrared spectra changes of the C=C double bond absorptions of acrylamide in aqueous 
medium. Irradiation was performed at visible light under air atmosphere at T=20°C.  

4.4.  Model validation 

 
 

Figure 7. Relation between experimental and predicted ESR using eq (4). 
 

Experimental results and the predicted values obtained using model (Eq. (4)) are given in Fig. 7 As 
can be seen; the predicted values match the experimental values reasonably well with R-Sq of 90% 
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and R-Sq (adj) of 80% for response y. In result, the central composite design could efficiently be 
applied for the modeling of ESR of cross-linked polyacrylamide. 
 
5.  Conclusion 
Swelling of cross-linked polyacrylamide in distilled water was studied. The central composite design 
was applied to design an experimental program to provide data to model the effects of degree of cross-
linking (X1) and temperature (X2) on swelling ratio. The parameters used in the design were; degree of 
cross-linking and temperature. The predicted values match the experimental values reasonably well, 
with R-Sq of 90 % and R-Sq (adj) of 80 % for response y. The result of optimization predicted model 
presented the maximal of swelling result with 1290% at the optimal condition of degree of cross-
linking 2 % and temperature 70°C. This study has shown that central composite design could 
efficiently be applied for the modeling of equilibrium swelling ratio ESR of cross-linked 
polyacrylamide in distilled water, and it is an economical way of obtaining the maximum amount of 
information with the fewest number of experiments. 
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ABSTRACT 
 
We examined the effects of iron oxide nanoparticles (ION) on mitochondrial respiratory chain 
complexes activities in young (3 months) and middle-aged (18 months) rat liver, organ largely 
involved in body iron detoxification. Isolated liver mitochondria were extracted using 
differential centrifugations. Maximal oxidative capacities ( max, complexes I, III, and IV 
activities),  succ (complexes II, III, and IV activities), and  tmpd, (complex IV activity) were 
determined in controls conditions and after exposure to 250, 300, and 350  g/ml Fe3O4 in 
young and middle-aged rats. In young liver mitochondria, exposure to ION did not alter 
mitochondrial function. In contrast, ION dose-dependently impaired all complexes of the 
mitochondrial respiratory chain in middle-aged rat liver:  max (from 30 ± 1.6 to 17.9 ± 1.5;   
< 0.001),  succ (from33.9 ± 1.7 to 24.3 ± 1.0;   < 0.01),  tmpd (from 43.0 ± 1.6 to 26.3 ± 
2.2  mol O2/min/g protein;   < 0.001) using Fe3O4 350  g/ml. Interestingly, 350  g/ml Fe3O4 
in the form of Fe3+ solution did not impair liver mitochondrial function in middle-aged rats. 
Thus, ION showed a specific toxicity in middle-aged rats suggesting caution when using it in 
old age. 
 
Keywords 
 
Nanoparticles, Iron oxide, Mitochondrial respiratory chain, Middle-aged liver, Young liver. 
 
1. INTRODUCTION 
 
Iron oxide nanoparticles hold immense potential in a vast variety of biomedical applications 
such as magnetic resonance imaging (MRI), targeted delivery of drugs or genes, tissue 
engineering, targeted destruction of tumor tissue through hyperthermia, magnetic 
transfections, iron detection, chelation therapy, and tissue engineering [1]. Reports 
demonstrate that ION have the ability to assess focal hepatic lesions [2] and to label human 
hepatocytes [3]. However, nanoparticles pose a high health risk because of their ability to 
reach every part of the organs and tissues and their interaction with cellular functions. 
Concerning NP clearance, it is known that they are primarily phagocytozed by macrophages 
in the liver (Kupffer cells) [4]. Thus, the largest detoxification organ of human beings, the 
liver, is reached by the highest amount of nanoparticles, over all the other tissues [5]. 
Furthermore, mitochondria are considered a major cell compartment relevant to possible 
nanoparticle toxicity [6]. Impairment of mitochondria might be a key problem since 
mitochondrial dysfunction may result in reduced cellular ATP delivery, increased reactive 
oxygen species production, and triggering of apoptosis pathways. Accordingly, mitochondrial 



dysfunctions occur early in many acute or chronic diseases such as peripheral arterial or 
pulmonary diseases [7]. Mitochondrial involvement in ION toxicity remains controversial and 
either no deleterious effects [8] or mitochondrial impairments have been observed [9]. Since, 
to date, no study investigated the potential effects of iron oxide nanoparticles on middle-aged 
mitochondria and since the liver is a key organ in iron and NPs detoxification, we investigated 
and compared for the first time the effects of three different concentrations of Fe3O4 
nanoparticles (250, 300, and 350 g/mL) on young and middle-aged liver mitochondrial 
respiratory chain complexes activities.  
 
2. EXPERIMENTS 
 
2.1. Animals. 
 
Young (  = 6, age 3 months) and middleaged (  = 6, age 18 months) Wistar male rats were 
housed in a thermoneutral environment (22 ± 2◦C), on a 12 : 12 h photoperiod, and were 
provided food and water ad libitum. This investigation was carried out in accordance with the 
Guide for the Care and Use of Laboratory published by the US National Institute of Health 
and approved by the institutional animal care committee (NIH publication number 85-23, 
revised 1996). Rats were submitted to general anesthesia with 3% isoflurane and oxygen (1 
L/min) in an induction chamber (Minerve, Esternay, France). Anesthesia was maintained with 
1.5% isoflurane and 1 L/min oxygen at under spontaneous ventilation. A midline laparotomy 
was performed and the liver was excised, cleaned, and then immediately used for the study of 
respiratory parameters. Similarly, three additional Wistar rats aged 18 months were studied, in 
order to investigate the potential effect of iron oxide per se. 
 
2.2. Exposure of Mitochondria to Nanoparticles or to Iron Oxide. 
 
The iron oxide nanoparticles were mixed with a solution of NaCl 9%.Themixture was then 
stirred vigorously and sonicated for 60min to break up aggregates. Particle suspensions were 
vortexed immediately before each use. Before measurement, 3mL of solutionMcontaining 
100mM KCL, 50mM mops, 1mM EGTA, 5mM Kpi, and 1mg/mL bovine serum albumin 
(BSA) was added to the oxygraph chambers for 10min.Then, 0.50mg of mitochondrial protein 
was placed in the oxygraph chambers with 10mM glutamate and 2.50mM malate as 
substrates. The temperature was maintained at +25◦C. Isolated liver mitochondria were 
incubated with different concentrations of Fe3O4 (0, 250, 300, and 350  g/mL) during 30 min 
at +25◦C. To discriminate if the results obtained might be due to the size or to a general 
response pattern in front of iron oxide exposure, we submitted middle-aged liver mitochondria 
to a Fe3+ solution with concentration of 350  g/mL Fe3O4. To obtain free Fe3+ ions a precise 
mass of Fe3O4 nanoparticles was dissolved in a small volume of concentrated HCl under 
gentle heating [10]. Two experiments were conducted per animal, and thus number of data 
was six. 
 
3. RESULTS and discussions 
 
3.1. Effects of ION on young liver mitochondrial respiratory chain complexes activities 
 
Complexes I, III, and IV Activities. The  max in the group treated with increasing doses of 
ION (250, 300, and 350  g/mL) was not modified as compared to the control group (27.2 ± 
4.5; 29.7 ± 4.1; 29.0 ± 3.1 versus 29.8 ± 5.6  mol O2/min/g protein) (Figure 1(A)). 
 



Complexes II, III, and IVActivities. succ was unchanged whatever the dose of ION (27.5 ± 
4.2, 30.9 ± 4.2, and 30.1 ± 3.3 for Fe3O4 250, 300, and 350, respectively, as compared to 
control values 35.0 ± 3.7  mol O2/min/g protein) (Figure 1(B)). 
 
Complex IVActivity. tmpd, reflecting complex IVactivity, was notmodified after ION 
treatment as compared with control group (46.3 ± 4.5, 49.7 ± 4.9, and 50.0 ± 3.8 for Fe3O4 
250, 300, and 350, respectively, versus 50.0 ± 6.2  mol O2/min/g protein) (Figure 1(C)). 
 
Taken together, these data support that Fe3O4 nanoparticles, whatever the doses used, failed to 
alter any of the liver mitochondrial respiratory chain complexes activities in young rats. 
 
 

 
 
Figure 1: Effects of iron oxide nanoparticles (Fe3O4) on young liver mitochondrial respiratory 
chain complexes activities. (A)  max reflects complexes I, III, and IV activities and is 
measured using glutamate and malate. (B)  succ reflects complexes II, III, and IV activities 
and is measured using succinate. (C)  tmpd reflects complex IV activity and is measured 
using TMPD and ascorbate as mitochondrial substrates. Data are means ± SEM 
 
3.2. Effects of ION on Middle-Aged Liver Mitochondrial Respiratory Chain Complexes 
Activities. 
 
When the middle aged liver rats were exposed to different concentrations of ION, the  max, 
 succ, and  tmpd decreased significantly. 
 
Complexes I, III, and IV Activities. The maximal oxidative capacities,max, reflecting I, III, 
and IV activities significantly decreased whatever the dose of IONPs. At 250  g/mL,  max 
was decreased as compared to the control group (24.4 ± 1.4 versus 30 ± 1.6  molO2/min/g 
protein;   < 0.05).  max at 300 and 350  g/mL were also decreased as compared to control 
values (23.8 ± 1.0 and 17.9 ± 1.5 for Fe3O4 300 and Fe3O4 350  g/mL, respectively, versus 
CON: 30 ± 1.6  molO2/min/g protein;   < 0.001). The  max decrease was greater when 



using higher ION concentration. Thus  max was significantly lower after Fe3O4 350  g/mL 
as compared to 300 and 250  g/mL (Figure 2(A)). 
 
Complexes II, III, and IV Activities. At 250  g/mL,  succ, reflecting complexes II, III, and IV 
activities, tended to decrease as compared to the control group (27.0 ± 2.3 versus 33.9 ± 1.7 
 molO2/min/g protein).The statistical significance was reached at 300  g/mL and 350  g/mL 
(Fe3O4 300  g/mL: 25.8 ± 1.0 versus CON: 33.9 ± 1.7  mol O2/min/g protein;   < 0.05) and 
Fe3O4 350  g/mL (24.3 ± 1.0 versus 33.9 ± 1.7  mol O2/min/g protein;   < 0.01) (Figure 
2(B)).  
 
Complex IV Activity.  tmpd, reflecting complex IV activity, decreased significantly after 
exposure to Fe3O4 250  g/mL as compared to the control group (33.0 ± 2.9 versus 43.0 ± 1.6 
 mol O2/min/g protein;   < 0.05). Similarly,  tmpd, decreased when exposed to 300  g/mL 
of Fe3O4 (32.9 ± 1.9 versus 43.0 ± 1.6  mol O2/min/g protein;   < 0.05) and to 350  g/mL 
(26.3 ± 2.2 versus 43.0 ± 1.6  mol O2/min/g protein;   < 0.001) (Figure 2(C)). 
 
 

 
Figure 2: Effects of iron oxide nanoparticles (Fe3O4) on middle-aged liver mitochondrial 
respiratory chain complexes activities. (A)  max reflects complexes I, III, and IV activities 
and is measured using glutamate and malate. (B)  succ reflects complexes II, III, and IV 
activities and is measured using succinate. (C)  tmpd reflects complex IV activity and is 
measured using TMPD and ascorbate as mitochondrial substrates. Data are means ± 
SEM(one-way ANOVA followed by Tukey). *  < 0.05; **  < 0.01; ***  < 0.001 compared 
to control. #  < 0.05 350  g/mL compared to 300  g/mL. §  < 0.05 350  g/mL compared to 
250  g/mL. 



3.3. Effects of Iron Oxide Not in Its Particulate form on Middle-Aged Liver Mitochondrial 
Respiratory Chain Complexes Activities  
 
When the middle-aged liver rats were exposed to 350  g/mL Fe3O4,  max (41.90 ± 3.93 
versus 38.08 ± 3.77  mol O2/min/g protein),  succ (44.23 ± 3.443 versus 41.42 ± 3.303  mol 
O2/min/g protein),  tmpd (84.90 ± 5.75 versus 70.08 ± 4.71  mol O2/min/g protein) 
(Figure3). 
 

 
 
Figure 3: Effects of 350  g/mL of Fe3O4 but not in its particulate form on middle-aged liver 
mitochondrial respiration. (a)  max reflects complexes I, III, and IV activities and is 
measured using glutamate and malate. (b)  succ reflects complexes II, III, and IV activities 
and is measured using succinate. (c)  tmpd reflects complex IV activity and is measured 
using N, N, N’, N’-tetramethyl-pphenylenediaminedihydrochloride (TMPD) and ascorbate as 
mitochondrial substrates. Data are means ± SEM. 
 
The main results of this study are to demonstrate that, unlike young animals, middle-aged rats 
are sensitive to iron oxide nanoparticles (ION). Indeed, liver mitochondrial respiration chain 
complexes I, II, III, and IV activities are altered whatever the concentration of Fe3O4used. 
Such impairment is not observed when using 350  g/mL of Fe3O4but not in its particulate 
form. 
 
To the best of our knowledge, no data are available concerning potential related effects of 
high levels of iron oxide nanoparticles and age on mitochondria. This is particularly 
interesting since the liver is a major iron storage organ [11]. Very interestingly, the data were 
different when middle-aged liver rats were exposed to the same ION concentrations than the 
young ones. In middle-aged liver rats, ION at 250, 300, and 350  g/mL significantly 
decreased  max,  succ, and  tmpd corresponding together to complexes I, II, III, and IV 
activities of the mitochondrial respiratory chain. 
 
Several mechanisms might explain these results like increased fragility of older mitochondria 
and iron accumulation. First, the fragility of mitochondria seems to increase in function of 
age. Thus, studies reported that mitochondria isolated from the organs of aged animals are 



also aged in terms of cytosolic and mitochondrial oxidative stress and losses of enzymatic 
activities [12]. Accordingly, studies demonstrated that aging induces the loss of mitochondrial 
function in liver of rodents and monkeys [13]. Similarly studies investigated the effects of 
iron accumulation on mitochondrial integrity and function with age [14]. Investigating the 
pharmacokinetics of ION in rats, Schnorr et al. [15] demonstrated that the half-life and the 
resulting signal changes in blood and liver vary significantly with age. Thus, iron 
accumulation which is considered a feature of the aging process [16] might be associated with 
a mitochondrial iron increase. In particular under conditions of cellular stress, this may be a 
potential causative factor of age-related mitochondrial dysfunction [17]. Taken together, these 
data confirm that age likely modulates Fe3O4 nanoparticles liver toxicity and one might 
propose that a threshold of toxicity might play a key role. 
 
4. CONCLUSION 
 
In summary, we demonstrate for the first time that old rats are more susceptible to ION 
nanoparticle exposure in terms of liver mitochondrial respiration. These age-related changes 
in liver mitochondrial respiratory chain activity should perhaps be taken into consideration in 
preclinical and clinical studies of particulate contrast agents. 
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Abstract: Surface potential measurements have been 
implemented for many years for analyzing charg-
ing/polarization phenomena in dielectrics (polymers) 
(A. Dolatabadi; 2003).  In this work, we have meas-
ured the surface potential of a medical polymers 
charged with corona discharge for different initial 
voltages. A numerical model, previously developed 
to reproduce the space charge behavior in polymeric 
materials, has been then used to simulate the behavior 
of the surface potential in this biomedical polymer 
after its charging by a negative corona discharge. The 
model is one-dimensional, and considers only elec-
trons. It features electron transport using a constant 
effective mobility, trapping and detrapping in a single 
deep trapping level and extraction of charge at the 
ground electrode. Electrons from the discharge are 
considered as being deposited in the first microme-
ters inside the polymer. Charges move under the field 
that they induce in the polymer. The simulated results 
concern the potential decay and the potential return in 
the polymer as a function of time. Simulation results 
show a ‘normal’ dependence of the potential decay 
with the different parameters of the model. The re-
sults of the decay and the return potential surface 
obtained through our simulation model are similar to 
those found experimentally by generating electrostat-
ic charges due to the application of corona discharge 
on the surface of the dielectric material. Our model is 
one-dimensional, according to the thickness of the 
dielectric one, and described the transport of charge 
in a material after a corona discharge. The trapping, 
the detrapping and the recombination are taken into 
account. The charge (electrons and holes) can be 
mobile or trapped. Like agreed, a mobile electron in 
the band of conduction (hole in the valence band) has 
a constant effective mobility, lower than the mobility 
of band, and which takes account of the trapping and  
detrapping charge in not very deep traps (G. Chen; 
2010 ). There exists only one level of major trapping 
for the electrons and the holes, with a maximum den-
sity of traps for each type of charge. These trapped 
loads can be detrapped thanks to a thermo active me-
chanism. Lastly, the recombination is taken into ac-
count for each type of charge, mobile or is trapped. 
 
Keywords:  Surface potential, Potential decay, Return 
potential, Charge injection,    Medical polymers. 
1. Introduction 

The study of the surface potential kinetics V(t) has 
proved to be a powerful tool in investigating the 
charge carrier transport processes. During the last 
two decades, many theories were developed to for-
mulate the kinetics of surface potential decay on in-
itially charged highly resistive solids in terms of sur-
face conduction, charge injection, trapping and pola-
rization processes. This method enables a convenient 
determination of the electrical properties of an insu-
lating material especially if it is assumed like in most 
of the published results that the surface potential de-
cay is only due to the bulk effects: bulk polarization 
or injection and transport through the dielectric (H.J. 
Wintle; 1972)( V. Pouilles, T. Lebey; 1996). Inter-
pretation of surface potential kinetics in polymers by 
a trapping model has been treated by Chudleigh 
(P.W. Chudleigh; 1977) and Von Berlepsch (H. Von 
Berlepsch; 1986). More recently, potential decay 
measurement in polypropylene films has been studied 
by Molinie (P. Molinie; 1999). The present work 
concerns the isothermal potential decay after negative 
charge deposition on polyforme films. The first part 
of this paper presents the results of surface potential 
decay measurements on polyforme films charged by 
corona effect with different charging levels. The po-
tential measurements were made in open-circuit con-
figuration at room temperature. 
     The second part deals with the interpretation of 
surface potential kinetics in polyforme, where charge 
transport is assumed to occur by hopping of injected 
carrier between localized trapping centers, and is 
characterized by four parameters: the coefficient of 
trapping, the barrier of detrapping, the maximum 
Density of traps and the recombination coefficient. 
     In the third part, we are interested in the simula-
tion of the surface potential return according to time, 
like according to the time of neutralization. 
     Following Chudleigh’s procedure (P.W. Chud-
leigh; 1977), the transport equations derived from a 
mathematical model were solved numerically using 
the finite difference method to obtain the distribution 
of free and trapped charge densities, the electric field 
strength and the voltage across the sample at various 
decay times. By fitting the theoretical curves to the 
experimental data, the transport parameters will be 
determined, and their estimated values compared 
with the data published in the literature. 
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2. Experimental procedure 
The usual arrangement for studying the potential de-
cay using corona charged samples is shown in Figure 
1. Polyforme films of thickness L close to 3 mm with 
one surface held firmly onto an earthed metal plate 
electrode and the other free have been used. A DC 
voltage was applied to the point situated approx-
imately 15 mm above the polymer free surface, so 
that a reasonable uniform field may be generated in 
the gap between the grid and the polymer surface. By 
selecting appropriate corona point and grid potential 
Vp and Vg, respectively, it is possible to charge the 
polymer surface with ions of either sign and to a po-
tential value limited by the grid potential Vg (J.A. 
Giacometti; 1992). After charging, the sample on its 
substrate is quickly transferred under a Monroe vi-
brating probe, of which the case is maintained by 
feedback at the potential of the surface being studied 
(D.M. Taylor; 2001). This causes minimum distur-
bance. The probe is connected to an electrostatic 
voltmeter (Monroe 244A-2 model), which transmits 
data to the computer through a Keithley electrometer 
model 5140. 
 

        

 
 
Figure 1. Experimental setup used for the dc corona 

charging and surface potential measurement. 

The surface potential was then measured and conti-
nuously recorded. Since it is well known that poten-
tial decay depends sharply on the experimental charg-
ing conditions such as temperature, the relative hu-
midity and charging duration, all experiments were 
carried out in an enclosure in which humidity and 
temperature are controlled. All measurements were 
carried out in laboratory air at about 300K, and 50% 
relative humidity. The charging duration was 20 s. 

3. Experimental results 

In Figure 2, a characteristic family of V(t) curves 
obtained on polyforme films after negative corona 
charging is reported. For high field strength 

values, a fast initial decay followed by a 

high quasi-plateau value was observed. This initial 
fast decay may be attributed to the partial injection of 
the deposited charge into the polymer bulk under the 
electrical field generated by the charge themselves 
(T.J. Sonnonstine; 1975) (E.A. Baum; 1977), and this 
trend was enhanced by raising V0 .Once injected into 
the polymer bulk, the electrons may be expected to 
drift towards the back electrode under the influence 
of this field (E.A. Baum; 1977). 
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Figure 2. Surface potential decay for various initial 

potential for polyforme films 3 mm thick. 

For low initial potential values (below -1400 V), the 
decay was very slow. This behavior may be attributed 
to the possibility that charges are deposited in the 
surface do not have sufficient energy to be freed and 
injected into the polymer bulk. Indeed, some surface 
traps in polyforme are known to be deeper than bulk 
traps (T. Mizutani; 1981). 

     Furthermore, one observes the absence of cross-
over phenomena, this absence due to the weak elec-
tric field (  for Vg= -2400 V). Gen-
erally, cross-over phenomena has been observed for a 
field of about ( ) .This has also been 
observed by other workers (E.A. Baum; 1977) (M. 
Ieda, G. Sawa; 1967) (P. Molinie; 1996) and it was 
attributed to the fact that the partial injection of the 
deposited charge into the bulk depends on the charg-
ing level (T.J. Sonnonstine; 1975). 

4. Theoretical model 

4.1. Presentation of theoretical model 

     In our study, we are interested in simulation of 
transport of charge in the sample after the discharge, 
in order to see the behavior of the potential of surface 
according to the relaxation time. For that, we worked 
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out a model which makes it possible to simulate the 
decay of surface potential, figure 3 shows boundary 
conditions of simulation takings into account for our 
model and the spatial distribution of the electrostatic 
charges simulated by COMSOL on polyforme. In 
order to simulate the impact of the discharge on the 
dielectric one, one injects a density of the charge 
(electrons or holes according to the sign of the poten-
tial of discharge) in the first cell dx of the sample, 
and one follows then their distribution in the volume 
of the dielectric one. L: thickness of the sample. 

  

Figure 3. Boundary conditions considered in simula-
tion 

     We simulated a sample thickness L, where dx is 
the thickness of the first cell. On the surface (x=0), 
the electric field is null whereas the surface potential 
is maximum because of the presence of the charge 
injected during the corona discharge. With the mass 
(x=L), the potential is null on the other hand the elec-
tric field is not no one. The variation of the charge 
distribution of space in the dielectric one is at the 
origin of the variation of the electric potential on the 
surface of the sample. 

     Our model is one-dimensional, according to the 
thickness of the dielectric one, and described the 
transport of charge in a material after a corona dis-
charge. The trapping, the detrapping and the recom-
bination are taken into account. The charge (electrons 
and holes) can be mobile or trapped. Like agreed, a 
mobile electron in the band of conduction (hole in the 
valence band) has a constant effective mobility, lower 
than the mobility of band, and which takes account of 
the trapping and  detrapping charge in not very deep 
traps.  There exists only one level of major trapping 
for the electrons and the holes, with a maximum den-
sity of traps for each type of charge. These trapped 
loads can be detrapped thanks to a thermo active me-
chanism. Lastly, the recombination is taken into ac-
count for each type of charge, mobile or is trapped. 

4.3. Results of surface potential decay    

      The figure 4 presented the variation of experi-
mental surface potential carried out on a film of poly-
forme, and surface potential decay obtained thanks to 
our model according to time. 
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Figure 4. Comparison between experimental surface 
potential decay curves and calculated for various 

initial potential. 

     The shape (general form) of the curve of variation 
of the surface potential decay obtained thanks to our 
model of simulation is similar to that which published 
in the literature (Z. Ziari; 2008) (P. Molinié; 1999) 
on the one hand, on the other hand with that which 
found in experiments thanks to the generation of the 
electrostatic charge due to the application of corona 
discharge on the surface of a polyforme. 

4.4. Return of surface potential  

     The return of potential consists in neutralizing the 
charge previously deposited by corona  discharge, 
practically by rubbing the surface of the sample with 
a piece of cotton soaked with alcohol (E. Osorio; 
2009). The surface potential is thus temporarily can-
celled, and one follows then the variation of the sur-
face potential after neutralization. Generally, this 
neutralization is made a few seconds at a few minutes 
after the stop of the discharge. 
     In order to take into account this neutralization in 
the model, we add a density of positive loads (mo-
tionless) on the first cell, which cancels the surface 
potential (density function of the density of charge 
already present in the dielectric one and of their posi-
tion compared to the interface air - dielectric); the 
deposit of this density of positive charge will disturb 
the internal electric field. For the calculation of the 
density of the negative charge present in volume, one 
uses the following relation (Z. Ziari; 2008): 

           (1)                       

Where Vg is the floating potential,  is the densi-
ty of the negative charge in volume of dielectric 
(electrons), L indicates the thickness of the sample 
and X(i) is the distance from loads compared to sur-
face. For the calculation of density of the positive 
charge deposited, one uses the relation according to 
(E. Osorio; 2009): 
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                        (2) 

 : is the density of the positive charge deposited 

(holes) 
     The return of potential consists in neutralizing the 
charge previously deposited by corona  discharge, 
practically by rubbing the surface of the sample with 
a piece of cotton soaked with alcohol (J. Kinders-
berger; 2008). The surface potential is thus tempora-
rily cancelled, and one follows then the variation of 
the surface potential after neutralization. Generally, 
this neutralization is made a few seconds at a few 
minutes after the stop of the discharge. The figure 5 
presented the variation of experimental surface po-
tential return out on a film of polyforme and return 
obtained thanks to our model according to time. 
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Figure 5: Comparison between experimental surface 
potential return and calculated for various initial po-

tential. 

     The maximum value of the potential return is de-
pendent on the neutralization time value and the ini-
tial corona discharge. Voltage (for an initial potential 
discharge of  -2700V,  the return potential  represents 
about 7%, of  the initial potential~ -190 V)( P. Moli-
nié; 2005). Surface potential return behavior ob-
tained with our bipolar model is similar to that found 
in experiments and also with that published in the 
literature for ceramic material.  

Conclusions 
      The study of surface potential on corona charged 
polyforme films 3 mm thick has revealed that the 
initial decay rate and the injection coefficient in-
crease with increasing charging level. Model of the 
potential decay has been constructed via a system of 
partial differential equations for the space and time 
dependencies of the field across the sample and the 
transport parameters contained in this model has been 
determined by fitting procedure. 
     The model, accounting for the above times, yields 
a good agreement even for higher charge levels, and 
this confirms the influence of these times on decay. 
For weak times of potential return, the model shows a 
reaugmentation of the surface potential, of the same 
sign than the initial potential. The maximum value of 

potential return strongly depends on the density of 
charge present in the dielectric one but especially of 
its position (maximum impact when the load pene-
trated with moist of the sample. 
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Abstract. One of the most commonly used tribological thin-film coatings is Chromium Nitride 
(CrN), typically deposited by PVD process. Examples of current applications of this coating 
include cutting and forming tools: ICE piston ring, hydrodynamic pumps, etc. In selecting 
coating for tribological applications, one of the critical parameter is the specific wear rate κc of 
the coating. Micro-scale abrasion testing has been used to evaluate the specific wear rate κc of 
chromium-nitride (CrNx) with nanoscale structure coatings on identical a DIN 1.4301 steel 
substrates. Two different abrasives, SiC and diamond were used. The hardness of the films was 
found to be in the range of 8-38GPa. The aim of this paper is to evaluate the abrasion 
resistance of hard coatings, and high abrasive wear resistance Ωc = (1/κc ) of these coatings are 
compared. The results were compared to those of a chromium nitride reference coating. The 
results obtained show an excellent correlation between coating hardness and abrasion 
resistance. The micro-abrasion testing employed offers a simple and inexpensive method for 
pre-selecting and ranking of coating materials for tribological applications. 

1. Introduction 
Modern high speed machining and molding industries pose great challenges to protective coatings 
[1,2]. Hard coatings with good tribological performance are required to meet wide range of 
engineering applications. Under extreme conditions, such as elevated temperatures with high ambient 
moisture, conventional solid lubricants like DLC, MoS2, and h-BN often fail during their lubrication 
application. CrN coatings are considered one of the most promising candidates for tribological hard 
coatings due to their good oxidation resistance, anticorrosive and anti-adhesive properties [1,2]. 
However, the low hardness and inadequate tribological performance have hindered their applications. 
To improve these properties, the use of nanoscale structure coatings, which have higher hardness and 
wear resistance [1,2,3,4].  Information of the wear resistance proprieties of coatings is urgently 
required by suppliers and users to provide confidence in the performance of engineering coatings. In 
this investigation a coating of chromium-nitride (CrNx) with nanoscale structure, which was 
previously optimized in dependence of the nitrogen content, was deposited on identical a DIN 1.4301 
steel substrates using a PVD technique.  

    Numerous applications where surface engineering has been applied successfully like cutting or 
forming processes require enhanced wear resistance [5]. Out of the main wear mechanisms identified 
to determine lifetime of tools, a considerable amount of abrasive wear takes place when particles, 



 

 

which are harder than the tool material, are involved. These particles can typically be carbides or 
oxides (e.g. when cutting steel) or highly strain-hardened fragments (e.g. wear debris generated during 
deep-drawing). Typically, abrasion resistance is evaluated using wear tests where the bulk mass loss or 
dimensional changes are monitored [6]. However, for the characterization of the abrasion resistance of 
surface engineered tool materials on a laboratory scale, a test method where very small samples can be 
used is highly attractive [7,8]. The best known tribological application of a Calowear method is a 
micro-scale abrasion test [8–9] and commercial tribometers based on this method are available (e.g. 
CSEM Calowear and Plint TE-66 micro-scale abrasion tester). Initially, the ball cratering method has 
been developed for measurements of coating thickness and in this capacity it is still used as a standard 
test in many industrial laboratories [8,10,12]. Subsequently its use has been extended to measurements 
of abrasive wear resistance of thin coatings or surface layers and the technique developed is known as 
a micro-scale abrasion test [8–9]. The name micro-abrasion originates from the very small wear depths 
and volumes generated in the wear sample by the rotating ball covered with fine abrasive particles. 
This allows for conducting wear measurements on surface films of several microns in thickness [8–
11]. Micro-scale abrasion tests use abrasive slurries or pastes containing fine abrasive particles of 
micron, or even sub-micron, size [8,10,13]. This small size of abrasive grits is deliberately chosen to 
obtain good quality optical images of wear craters for accurate determination of a coating thickness or 
wear volume [13,14]. Wear volume is calculated by measuring the diameter or depth of the wear crater 
and applying simple geometrical equations [8–10,15]. For coated surfaces the wear coefficients of 
both the coating and substrate can be determined from a single test [8–10]. Micro-scale abrasion test 
has also been increasingly used for testing the abrasive wear resistance of bulk materials such as non-
ferrous metals and their alloys [8,18], tool steels [8,15,17], plain carbon steel [10],In this work, the 
hardness and micro-scale abrasion testing was applied to a set of CrNx, nanomaterials coatings 
deposited by PVD, on identical a DIN 1.4301 steel substrates.  

2. Experimental details 

2.1 Coating deposition 
All coatings investigated have been deposited using an unbalanced magnetron sputtering plant. Cr-N 
coatings were grown by reactive sputtering in Ar/N2 atmospheres using a Cr target. Different N/Cr 
atomic ratios as characterized by wavelength-dispersive electron probe microanalysis have been 
adjusted by the N2 flow rate resulting in the phase compositions (characterized by X-ray diffraction) 
given in table 1. As substrates, ground and polished austenitic stainless steel (DIN 1.4301, hardness 
200 HV) samples with dimensions Ø 25 - 5 mm and 20 mm- 20 mm-5 mm were used. 

Coating hardness was determined from the load vs. displacement data measured using a computer 
controlled micro hardness tester (Fischerscope H100). 

2.2 Abrasive wear characterisations 
The abrasion resistance was evaluated using a small-scale abrasive wear test (CaloWear) Fig.1. There, 
a steel sphere (DIN 1.2067, diameter, 25.4 mm) is rotating against the coated sample in the presence 
of an aqueous suspension of abrasive particles. In this work, aqueous suspensions of SiC (average 
grain size, 3.5 µm) and diamond (average grain size, 1 µm) have been used. The sphere was rotated 
against the sample with a velocity of 0.2 m/s. 

Optical micrographs of typical wear craters in coated samples are shown in Fig. 2. The diameter of 
the resulting wear crater was determined as a function of the sliding distance by means of a calibrated 
optical microscope, SEM and Talysurfprofilometry to determine the dominating wear mechanisms and 
the extent of wear damage.The wear crater was measured at intervals corresponding to increments in 
the sliding distance of about 16 m after removing the steel sphere. After each measurement, the sphere 
was relocated to the identical position and the typical total sliding distance was about 80 m. The 
normal force FN on the specimen is determined by the weight of the sphere and the lateral position of 
the drive sharft (8). To optimize test conditions for this work, FN was varied between 0.18 and 0.45 N, 
measured by a sensitive load cell. 



 

 

As can be seen from the total sliding distance of 80 m and the increments of 16 m that five 
individual data points for all plots of crater volume versus sliding distance have been obtained. The 
deviation of these five values was typically below ± 7 %. 

3. Results and discussion 
The aim of a first test series was to optimize test conditions for the abrasive wear test. 

The abrasive wear rates of both coating and substrate material is derived from the increasing wear 
volume depending on sliding distance and normal force during the testing process using the equation 
described in (18): 
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S is the sliding distance and FN is the applied load. Vc and κc are the wear volume and load specific 
wear rate of the coating. Vs and κsare the corresponding parameters for the substrate. Ωc and Ωs are the 
wear resistance of coating and substrate (Usually the wear resistance, which is the inverse of the wear 
rate). Knowing the substrate wear resistance and the coating thickness, the coating wear rate could 
easily be calculated from the measured wear volume. 

Thus the abrasive wear rate of the Coating and substrate are calculated by a modification of the 
equation (1): 
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 There, s is the distance slid by the sphere, da is the external diameter of the wear crater, t is the 
coating thickness and R is the radius of the sphere. A plot of ../0

123
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− 5.:.68

123
 is thus linear 

with the intercept and gradient determined by the values of κsand κc(see Fig. 3). κs can be determined 
directly from the intercept, and this value is then used together with the gradient to provide κc. 

Fig. 4 shows the abrasive wear rate of coating and substrate determined for a coating of chemical 
composition CrN1.0 deposited onto an austenitic stainless steel substrate as a function of the normal 
force applied on the sample. The standard deviation of κcfor the loads investigated is well below 5 %. 
However, to minimize the error in determining κs, the normal load for all further investigations was 
adjusted in the range between 0.3 and 0.4 N. 

The abrasion coefficients of Cr-N coatings determined using SiC abrasive slurry and optimized test 
parameters is illustrated in Fig. 5 as a function of their chemical composition. There, the phase 
composition as characterized by X-ray diffraction .The abrasion resistance for the Cr coating is about 
188.5 Nm/mm3. For the dual-phase coating consisting of a Cr (N) solid solution and Cr2N and for the 
Cr2N coating, Ω c increase to about 500 Nm/mm3. Coating close to the composition of stoichiometric 
CrN yield an abrasion resistance of about 1200 Nm/mm3. 

The abrasive wear behavior of the coatings is shown in Fig. 6, which plots the abrasive wear 
resistance of Cr-N coatings as a function of their hardness. There is evidently a clear correlation 
between hardness and abrasive wear, which agrees with the results found in literature ball-on-disk 
system [8,19]. 

The data point given in Fig.6 has been obtained for diamond slurry, where the standard deviation 
yields a value of about 4 %. Although the coating investigated show a wide range of hardness values, 
Fig. 6 shows an excellent correlation between the coating abrasive wear rate and the hardness. 

 
4. Conclusions 
Within this work, several sputtered coating from Cr through Cr2N and dual-phase coatings consisting 
of the solid solution Cr (N) and Cr2N to CrN single phase coatings have been investigated with respect 
to their abrasion resistance and hardness.  

• Both phases are characterized by high hardness, although CrN is more resistant to wear than 
Cr2N. 

• Repeatable results were obtained for hard coated systems using micro abrasion testing 



 

 

• The wear resistance of the coating seem to be directly proportional to the  hardness 
• No significant affect of load on the wear rate is observed. 

The results obtained show an excellent correlation between coating hardness and abrasion resistance. 
Moreover, the micro-abrasion testing employed offers a simple and inexpensive method for pre-
selecting and ranking of coating materials for abrasive wear situations.  

 Figure caption 

 

 

 

 

 

 

 

Figure 1.Experimental set-up of the CSM Calowear Tester 

 
 
 
 

 

 

 

 

Figure 2. Optical micrographs of the wear crater in a CrN1.0 coating (SiC slurry) 

 
Figure 3.Plot of abrasion wear data obtained for a CrN1.0 coating according to equation (2) using a 
SiC slurry 

 



 

 

 
Figure 4.Dependence of the abrasive wear rate of coating 

 

 
Figure 5.Dependence of the wear resistance of Cr-N coatings on their chemical and phase 
compositions (see Table 1, Sic slurry) 

 

 
Figure 6.Abrasive wear resistance as a function of hardness (H) of Cr-N coatings 

 

Table 1 table caption 

 
Table 1.Properties of the Coatings 

Coating Chemical 
composition 

Phase 
composition 

Phase 
composition 

Coating 
thikness(μm) 



 

 

Cr-N1 
Cr-N2 
Cr-N3 
Cr-N4 
Cr-N5 
Cr-N6 

Cr 
CrN0.19 
CrN0.48 
CrN0.97 
CrN0.99 
CrN1.0 

Cr 
Cr(N)-Cr2N 
Cr2N 
CrN 
CrN 
CrN 

9.2 
26.8 
32.4 
26.3 
33.5 
38.1 

5.62 
5.15 
4.65 
4.22 
3.92 
3.85 
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Abstract.  A sampling campaign has been done over 100 Tunisian water consumption 
points (tap). Laboratory analysis results show that there is no significant quality 
standards exceeding cases are observed for Cadmium, Lead and Mercury. These 
laboratory analysis shows that drinking water quality is rather affected by high 
fluoride levels exceeding 2mg.L-1. Over these samples, 7% of them presents a non-
compliant with the Tunisian national standard [1] and the international guidelines [2] 
The overtake cases are located essentially in southern Tunisian areas, i.e. Medenine, 
Gabes, Gafsa and Tataouine. However, commonly northern and central Tunisian areas 
are characterized by low fluoride concentration level below 0.1mg.L-1.These 
undertake cases doesn’t agree with the World Health Organization recommendations 
[2]. A fluoride health risk characterization approach is established to identify the most 
sensitive population of adverse effect like tooth decay, dental fluorosis and skeletal 
fluorosis.  

 

1. Introduction 

The Tunisian Ministry of health is devoted to control and monitor the quality of drinking water 
supplied by the Tunisian National Water Distribution Utility (SONEDE). This good bacteriological 
drinking water quality has been translated by decreasing diarrheal diseases. However, previous 
National Authority’s work has not supported the drinking water chemical hazards, i.e Fluoride and 
some heavy metals for the health risks assessment. Moreover, Tunisian National Water Distribution 
Utility (SONEDE) has not adapted an efficient corrective action to meet the Tunisia drinking water 
quality requirements. To prevent adverse effects related to high daily exposure, a good water quality 
management should be established. 
A quality assessment of Tunisian drinking tap water (Fluoride, cadmium, lead and mercury levels) is 
realized; firstly by compliance assessment to national and international standards and secondly by 
exposure assessment associated to risk via drinking water.  
 

2. Methods  

Step 1: A sampling campaign has been done over 100 Tunisian water consumption points (tap). The 
samples plan is defined by second degree probing with reasoned choice (mass of population served by 
networks water SONEDE). 

Step 2: The laboratory analysis is used to quantitatively describe micro-pollutants (Pb, Cd, Hg, F) 
levels in drinking tap water samples. 

Step 3: Conformity assessment of drinking water quality realized by referring to national and 
international guidelines presented in the table 1. 

Step 4: Risk assessment approach is proceeded with four basic steps [3]: 

mailto:wiem.guissouma@gmail.com


◦ Hazard identification 
◦ Selection of toxicity references values (TRV) 
◦ Exposure assessment  
◦ Risk characterization 

 
Table 1 _ Guideline for fluoride in drinking water 

 NT 14.09 

(2013) 

OMS (4th 

edition, 2011) 

European 

guidelines 

98/83/CE 

Canadian 

guidelines 

Quebec 

Standards 

American 

Standards 

Fluorure 

mg/L 

1.5 1.5 1.5 1.5 1.5 4 

 
3. Descriptive analysis results 

 For lead analysis results: although it is a major constituent of the EPA network; nevertheless it 
has not been quantified in any sample. The low lead concentrations (less than a quantification 
limit: 5 µg.L-1) can be an indicator of the physicochemical properties water (little or no 
corrosive water).  

 For cadmium analysis results: 1% of samples are quantified in Menzel Bourguiba area in 
Bizerte with value of 0.67 µg.L-1. The presence of trace cadmium in water is considered as an 
indicator of water resource contamination that can be related to EL Fouledh company 
activities or to ancient Joumines mines.  

 For mercury analysis results: 4% of samples are quantified in Nabeul and Ben Arous areas. 
The mercury presence in water is considered as an indicator of an accidental water 
contamination.  

 

FIG. 1_Maximum fluoride level in drinking water in Tunisia areas 



The areas affected by water contamination remain subject to discussion and should be investigated by 
Health Ministry and by the Tunisian National Water Distribution Utility SONEDE. 

 For fluoride analysis results: 98 % of samples are quantified. Figure 1 shows that The fluoride 
levels in drinking water is highly variable from north to south: less than 0.1 mg.L-1 in some 
northern areas i.e. Beja and Jandouba and exceeding 2 mg.L-1 in southen  areas, i.e. Medenine, 
Gabes, Gafsa and Tataouine. 

Moreover Figure 2 shows that the drinking water supply in northern Tunisian areas is done from 
surface water that has generally low contents of fluorine (less than 0.5 mg.L-1). However in southern 
Tunisia areas the drinking water supply is done from groundwater naturally rich with fluoride. 

 

FIG. 2_ Intra-regional variability of fluoride level in tap water 

4. Compliance  assessment 

By referring the Tunisian national standard [1] and the international guidelines presented in the table 
1, the following point can be highlighted: 

 For fluoride; 7% non-compliant cases are recorded; Figure 3 shows that the overtake cases are 
defined essentially in southern Tunisian areas, i.e. Medenine, Gabes, Gafsa and Tataouine. 

 For mercury 2 % non-compliant cases are recorded  
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 100 % compliant cases with standards of cadmium and lead are recorded. 

 

FIG_ 3 : Ratio of non-compliance fluoride levels in tap water 

5.  Risk assessment 

WHO recommends a value of 10% to 20% of the ADI for quantify fluid intake of Cd, Hg, Pb. while 
for Fluoride WHO recommends a value of 80% of the ADI. So that feed remains the major source to 
heavy metals exposure however water remains the major source to fluoride exposure by ingestion 
route. On the other hand the concentrations of Cd, Hg, Pb not have been quantified in 98% of samples. 
Fact that only fluoride element is taken in risk assessment part. 

6. Comparison of fluoride daily exposure and safety limit  

The Superior Council of Public Hygiene of France (CSHPF) has set fluoride safety limits. The daily 
fluoride intake equal to the safety limits for life-time does not cause any health adverse effects. 

WHO considers that fluoride concentration in water of 1.5 mg L-1 would exceed fluoride safety limit 
for infants. 

A comparative approach is adopted between the daily fluoride exposure and the safety limit 
established by CSHPF in the aim to define the exceeding cases of safety limit in drinking water 
presented in figure 4. 

This approach is based on:  

a) safety limit established by CSHPF:4 mg day-1 for adults, 0.7 mg day-1 for children and 0.4 
mg day-1 for infants.  

b) Water consumption defined by the WHO: 2 L day-1 for adults, 1 L day-1 for children and 
0.75 L day-1 for infants  

The percentages of exceeding cases of the safety limit are: 

• 33% for infants; 

• 20% for children. 

• 3% for adults 

This analysis pinpoints that infants and children are the most population exposed to fluoride risk. 



 
(a) 

 
(b) 

 
(c) 

FIG 4_ Exceeding fluoride safety limit cases for infant (a), children (b) and adult (c) 

7. Conclusions 

This study was the starting point for locating areas with high sanitary risk attributed to drinking water. 
No significant quality standards exceeding cases are observed for Cadmium, Lead and Mercury. 
However the real problem related to drinking water supply in Tunisia is the highly fluoride levels. 
Hence, fluoride levels needs to be monitored and strictly controlled by Tunisian Ministry of health and 
Tunisian National Water Distribution Utility (SONEDE). 

• 75% of Tunisian areas present dental decay risk through tap water consumption, 

• 25% of Tunisian areas present dental fluorosis risk through tap water consumption,  



• 20% of Tunisian areas present skeletal fluorosis risk through tap water consumption. 

Children and infant are the most population exposed to risk associated to excess and deficiency 
fluoride levels in water. 
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Abstract. The ZnO/n-PS (100) layers were characterized using scanning electron 
microscopy, which revealed that the ZnO film deposited along the walls partially 
covered the tiny pores of the n-PS (100) layer during the Radio Frequency 
sputtering process. The Photoluminescence emission peaks indicated the 
nanocrystalline characteristic of the n-PS (100) layer and the ZnO film. Raman 
measurements of the ZnO/PS layers indicated that a high-quality ZnO 
nanocrystalline film was formed. Thus, ZnO/n-PS (100) layers are excellent anti-
reflection layer that exhibit exceptional light trapping at wavelengths ranging from 
400 to 1000 nm. 

Introduction 

The porous semiconductor is a common porous material that has promising optoelectronic 
applications. In particular, the tunable physical properties, the large surface-to-volume area, and 
the broadening in band gap are some of its important properties that enhance the development of 
optoelectronic applications, such as solar cell devices, Cullis et al., (1997) and Sharma et al., 
(2001). Availability of materials and processing possibilities mainly motivate the original choices, 
but the increased attention in solar cell devices has triggered a more systematic search for new 
materials and cell structures that may fulfill the ultimate requirements of efficiency, cost, stability, 
and environmental effects, Burgelman et al., (2004). The properties of the PS layer, such as band 
gap broadening and surface roughening, make it a promising material as anti-reflection coating 
(ARC) for solar cells, Koyama (1992). The PS layer used as ARC serves as a gettering center to 
reduce the impurity levels of the Si substrate, Tsuo et al., (1996). The solar cell device absorbs 
more light energy, thus the efficiency has increased. Furthermore, to obtain high efficiency, some 
studies suggest that pyramidal-shaped microparticle zinc oxide (ZnO) be used as ARC layer 
(window layer) in the solar cell device to increase light trapping and absorption of light energy, 
Banik (2009). Solar cells currently lack efficiency due to electrical and optical losses, such as 
reflection, shadowing, non-absorbed radiation, and recombination. ZnO film is deposited on the 
PS layer as ARC in the front side of the solar cell device to increase the amount of light directed 
toward the solar panel, thus its efficiency has enhanced. 

mailto:khalidomar@unizwa.edu.om


Results and discussion: 

The ZnO film was deposited on the n-PS (100) layer through RF sputtering. The ZnO film and the 
PS layer were composed of nanocrystals, and the ZnO thin film was deposited along the walls and 
partially filled or covered the tiny pores of the n-PS (100) layer during RF sputtering. Thus, the 
deposition of the ZnO film on the n-PS (100) layer is expected to slightly reduce the roughness of the 
surface. Figure 1 shows the SEM image of the ZnO/n-PS (100) layers at 20 min etching time. 

 

 

Figure 1: SEM image of ZnO/n-PS (100) layers. 

Figure 2 shows that the ZnO nanocrystalline film is expected to be integrated into the nanopores, 
thereby the surface roughness decreases, Singh et al., (2009). Therefore, the ZnO/n-PS (100) layers 
are preferrable as an ARC in solar cell devices because their surface texture will reduce light 
reflection and will change the optical transitions by bouncing the light back and forth within the cell 
several times. This phenomenon is possible due to the presence of top and bottom sections of the 
surface layers. 



 

Figure 2: AFM image of the ZnO/n-PS (100) layers 

Figure 3 shows the PL spectra of the ZnO/n-PS (100) layers measured by a He-Cd excitation laser 
source at 325 nm at room temperature. PL peak at 387.5 nm was due to the near band edge emission 
in the wide band gap of the ZnO, which resulted from the direct recombination of the photogenerated 
charge carriers, Yu et al., (2009) and Umar et al., (2006) and Samanta et al., (2011). The red shift in 
the PL peak of ZnO film toward a longer wavelength of 387.5 nm was attributed to Zn vacancies in 
the ZnO energy band gap, Singh et al., (2007) and Kayahan (2010). It is very possible that the 
contamination of the ZnO/n-PS (100) layers create defect level state caused the red shift in the PL 
peak of the ZnO film, Prabakaran et al., (2008). 

High-intensity PL peak at 637.5 nm is attributed to the n-PS (100) layer, Liu et al., (2003). The blue 
shift in the PL peak of the PS layer toward a shorter wavelength of 637.5 nm is attributed to the 
quantum confinement effect of electrons in nanosized particles in the n-PS (100) layer, Chen at al., 
(1999) and Hummel et al., (1995). The observed emission at 637.5 nm is related to the surface 
oxidation through ZnO deposition, Kayahan (2010). The red emission peak for the PS layer 
containing a shoulder peak at 605 nm is related to the high number of intrinsic structural defects 
resulting from Zn vacancies, Jayakumar et al., (2010). The probability of recombining electrons and 
holes in low-dimensional structures will be higher, which will lead to an increase in the optical 
confinement energy and photo-conversion efficiency, Jayakumar et al., (2010) and Wu et al., (2000). 



 

Figure 3: PL spectra of the ZnO/n-PS (100) layers 

Figure 4 shows the Raman spectra of the ZnO/n-PS (100) layers compared to the as-grown Si 
sample, as measured by an argon-ion excitation laser source at 514.5 nm at room temperature. A 
sharp solid line was produced in the as-grown Si sample spectrum with FWHM of 3.0 cm-1 located at 
521.4 cm-1 due to the scattering of first-order phonon, Liu et al., (2003). The penetration depth of the 
argon-ion laser is greater than the thickness of the ZnO film; thus, the spectrum of the n-PS (100) 
layer displayed a very strong Raman intensity peak that shifted to red and became broader at 517 cm-

1 with FWHM of 8.6 cm-1 compared to that of the as-grown Si sample.  

 

Figure 4: Raman spectra of the ZnO/n-PS (100) layers 



The observed phonon frequency at 302 cm-1 was related to the c-Si n-type (100) substrate in the 
ZnO/n-PS (100) layers, Hassan et al., (2011), which has a broadened FWHM and a low intensity 
compared to that of the as-grown Si sample. The formation of the n-PS (100) layer led to a peak-shift 
asymmetry and an increase in the peak intensity. This feature of Si nanocrystals is attributed to the 
quantum confinement of optical phonons in the electronic wave function of Si nanocrystals, Tsuo et 
al., (1994). The E2 symmetry is a nonpolar phonon mode with two frequencies, namely, E2(high), 
which is related to oxygen atoms, and E2(low), which is related to the zinc sub-lattice, Alim et al., 
(2005) and Martínez-Criado et al., (2010). 

Figure 5 shows the reflection spectra of the ZnO/n-PS (100) layers compared to the n-PS (100) layer 
at 20 min etching time and the as-grown Si sample. The n-PS (100) layer consisted of nanopores. 
Therefore, the refractive index decreased and became controlled by pores with high porosity, which 
then led to a decrease in reflection, Aspnes et al., (1979) and Aroutiounian et al., (2004). The n-PS 
(100) layer reduced light reflection at wavelengths ranging from 400 to 1000 nm compared with the 
reflectivity of the as-grown Si sample. The lowest effective reflectance was obtained after depositing 
the ZnO on the n-PS (100) layer, which clearly reduced light reflection and increased light-trapping 
at wavelengths ranging from 400 to 1000 nm compared to the reflectivity of the n-PS (100) layer and 
as-grown Si sample. 

  

 

         Figure 5: Reflection spectra of the ZnO/n-PS (100) layers compared with those of the n-PS 
(100) layer and as-grown Si (100) sample. 

Reflectance, transmittance, and absorption might also depend on the polarization and geometric 
distribution of incident radiation. The attenuation of reflectivity was caused by light transmission at 
the porous region. The incident light hits the ZnO surface and becomes partially reflected when 



using the ZnO film as ARC layer in the front side of the solar cell device. This phenomenon should 
be taken into account in the solar cell where the transmitted light energy in the p-n junction is 
converted to electrical energy. The reflection is reduced in the ZnO film, with the minimum 
reflection at ~ 525 to 540 nm. This reduction is due to the deposited 65 nm ZnO film through RF 
sputtering. The average refractive index of the ZnO film in the visible region was approximately 2, 
thereby facilitating the refractive index matching between the ZnO film and n-PS (100) layer. A 
small portion of the incident light will be reflected from the ZnO surface, whereas the remainder of 
the light will be transmitted and absorbed into the p-n junction.  

Conclusion: 

ZnO thin film was successfully deposited inside the nanopores of the n-PS (100) layer along the 
walls and partially filled or covered the nanopores using the RF sputtering system to form ARC 
layers in the solar cell device. The structural and optical properties of the ZnO/n-PS (100) layers at 
20 min etching time were explained. The surface roughness of the ZnO/n-PS (100) layers decreased 
because the deposition of ZnO partially filled the nanopores of the n-PS (100) layer. The PL 
emission peaks have proven the nanocrystalline characteristic of the n-PS (100) layer and the ZnO 
film. Raman measurement of the ZnO/n-PS (100) layers indicated that a high-quality ZnO 
nanocrystalline film was formed. The lowest effective reflectance was obtained for the ZnO/n-PS 
(100) layers compared to that of the n-PS (100) layer and as-grown Si sample.  
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Abstract

The main objective of this paper is the study of the correlation between structural and optical

properties of SiO2/(Ni:TiO2) Bragg reflectors, under the effect of annealing duration and Ni

content, obtained by the dip-coating sol-gel process. The films crystallize in pure anatase phase

whatever is the Ni content and the annealing duration. In UV-Vis-NIR analyses, variations of

width, position and transmission coefficient of the stop-band were observed. The PL spectra

red-shifted with the increase of the annealing duration and the Ni content. As the annealing

duration increases, an additional sharp emission peak appears around 867 nm, indicating a

reduced number of defects.

Keywords: Bragg reflectors, Nickel doped TiO2, Photoluminescence, Raman spectroscopy.

1. Introduction

During the two last decades, and Because of their specific optical properties, the Bragg

reflectors have been developed and widely exploited in many domain such as vertical cavity

surface-emitting lasers [1-3], solar cells [4], photonic crystals [5,6], dielectric nanospheres [7,8],

waveguides [9] and spherical microresonators [10,11].

The most important parameters in the fabrication of Bragg reflectors are the refractive

index contrast and the number of bilayers. The higher the reflectivity of the stop band, the higher

must be both the index contrast and the number of bilayers [12]. Thence, dielectric materials

such as SiO2, Si, TiO2 and ZrO2 are often chosen in the fabrication of such reflectors [3, 13-16].

As noticed, the insertion of Ni ions in TiO2 sol affects the chemical, structural and the

optical properties of the films [24]. On one hand, the addition of Ni ions, as dopant, increases the

TiO2 sol viscosity [12]. On the other hand, doping TiO2 sol with Ni ions decreases the

transmission coefficient [25], decreases the electron-hole recombination rate [26] and decreases
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the grain size [27]. Moreover, the transmittance and luminescence spectra shift to the longer

wavelengths as Ni content increases: this shift can be explained by the localization of trapping

level near the valance band or the conduction band [28].

Accordingly, we reported in this study the influence of the Ni doped TiO2 and the

annealing duration on the structural and the optical properties of SiO2/TiO2 Bragg reflectors.

2. Experiments

2.1. Solutions preparation

SiO2 sol was synthesized with tetraethylorthosilicate (TEOS; Si(OC2H5)4; 98.0% GC),

Fluka-Chemika). TEOS was mixed with ethanol (Et; C2H5OH; 96% Reidel-de Haën) as solvent,

ultrapure water (H2O) for hydrolysis and few drops of hydrochloric acid (HCl; 37%) as catalyst.

The molar ratios corresponding to TEOS/TEOS:Ethanol/TEOS:Water/TEOS were 1:23:3.2,

respectively. The obtained solution is colorless and limpid [29].

Obtaining undoped TiO2 needs the dissolution of 1 mol of butanol (C2H4OH; 99.5%,

Reidel-de Haën), 4 mol of acetic acid (CH3COOH; 99-100%, Biochem Chemopharma), 1 mol of

distilled water and 1 mol of tetrabutylorthotitanate (TBOT; (C4H9O)4Ti; Fluka-Chemika). The

final solution is transparent with a yellowish color [30].

For doping TiO2, nickel acetate (Ni(C2H3O2)2, 4H2O; 99.0% Sigma-Aldrich) was

dissolved in few drops of ethanol (Et; C2H5OH, 95% Reidel-de Haën) and acetic acid

(CH3COOH; 99-100%, Biochem Chemopharma). The obtained mixture was stirred and heated at

60°C during 2 hours. For doping TiO2, nickel acetate (Ni(C2H3O2)2, 4H2O; 99.0% Sigma-

Aldrich) was dissolved in few drops of ethanol (Et; C2H5OH, 95% Reidel-de Haën) and acetic

acid (CH3COOH; 99-100%, Biochem Chemopharma). This mixture was stirred and heated at

60°C during 2 hours. Thereafter, the obtained solution was added to TiO2 sol according to the

following contents: 2 at.% Ni and 5 at.% Ni. Finaly, the Ni:TiO2 sol was stirred at room

temperature for 8 hours. The Ni:TiO2 solution was homogenous with a greenish color [12].

2.2. Procedure of fabrication and annealing

The procedures of fabrication and annealing are presented in Figure 1. SiO2 sol is

deposited on a glass substrate as a bottom layer, followed by the deposition of Ni:TiO2 sol as a

top layer forming one bilayer. The superposition of the bilayers allows obtaining SiO2/(Ni:TiO2)

Bragg reflectors. In this study, we have realized Bragg reflectors with five bilayers (5/5) at the

speed of steeping equals to 4.35 cm.min-1. It is interesting to note that each deposited layer was
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dried at 100°C for 15 minutes and then treated at 550°C during 30 seconds. At the end of the

fabrication process, the obtained samples undergo a final annealing at 550°C for different

annealing durations: 10 and 20 minutes.

Figure 1. Process of fabrication of SiO2/(Ni doped TiO2) Bragg reflectors

2.3. Characterization techniques

The obtained samples were investigated by different characterization techniques.

X-ray diffraction was performed by “INEL CPS120” diffractometer using CoKα radiation

(λ=1.78897 Å) operated at 35 kV and 20 mA. The scans were performed with an incidence angle
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of λCo and the acquisition time for each scan is 15 min. Raman spectra were obtained at room

temperature using a LabRam-HR Horiba Jobin-Yvon Raman spectrometer, equipped with a

liquid N cooled CCD detector. The laser wavelength was the 532 nm emission line of an Ar+

laser. The laser irradiance was kept low to avoid any heating effect. UV absorption studies were

carried out using UV-Vis double-beam spectrophotometer JASCO V-670ILN-725. The analysis

wavelength range was between 190 and 270 nm. The photoluminescence (PL) spectra were

obtained by exciting the samples with the 313 nm radiation of Hg lamp and the signal was

recorded using TRIAX 190 Jobin-Yvon spectrometer.

3. Results and discussion

3.1. Structural properties

3.1.1. X-ray diffraction

Fig. 2 shows the XRD patterns of the SiO2/(Ni:TiO2) Bragg reflectors. The X-ray

diffraction patterns of Bragg reflectors with undoped TiO2, 2 at.% Ni:TiO2 and 5 at.% Ni:TiO2

are shown in Fig. 2. All diffraction peaks can be assigned as pure anatase TiO2 after a heat

treatment at 550°C during 10 (Fig. 2(a)) and 20 min (Fig. 2(b-c)), which can be confirmed by the

existence of (101), (004), (200), (211), (204), (116), (220), (215) and (224) diffraction peaks.

Figure 2. Evolution of diffraction patterns of (5/5) SiO2/(Ni:TiO2) Bragg reflectors
annealed at  550°C : (a) during10 min. and doped 2 at.% Ni:TiO2, (b) during 20

min. and doped 2 at.% Ni:TiO2, and  (c) during 20 min. and doped 5 at.% Ni:TiO2.
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Moreover, no other distinguished crystalline phase was detected, which indicates that Ni

species were highly dispersed in TiO2 nanoparticles [32]. Since Ti4+ and Ni2+ have similar ionic

radius, the XRD data analysis showed that no significant lattice deformation occurred with

increasing Ni content and annealing duration [33].

For samples doped with 2 at.% Ni, the full width at half maximum (βXRD) values of main

anatase peak (101) decreased from 1.40° and 1.14° when the annealing duration increases from

10 min. (Fig. 2(a)) to 20 min. (Fig. 2(b)) (see Table 1). By cons, for samples annealed during 20

min., the βXRD increases from 1.14° to 1.18° as soon as the Ni content increases from 2 at.% Ni

(Fig. 2(b)) to 5 at.% Ni (Fig. 2(c)) (Table 1). Accordingly, using βXRD values of intense anatase

peak (101), the crystallite size "D" of SiO2/(Ni:TiO2) Bragg reflectors can be calculated by

Scherrer's formula [34]:

�
���� �

�

Where λ is the wavelength of the X-ray beam (λCo= 1.79026 Å), β is the full width at half

maximum (βXRD) of (hkl) diffraction peak and θ is the Bragg angle.

The full width at half maximum (βXRD) and strain (ε) can be related according to the

following equation [36]:

�
� �

�

The variation of strain with the Ni content, annealing duration and grain size is shown in

Table 1. As we can observe, for 2 at.% Ni:TiO2, a significant decrease in internal strain was

caused by increasing the annealing duration from 10 to 20 minutes; which can be explained by

the increase of the grain size from 11.76 to 14.45 nm. Conversely, for 20 minutes, the increase of

the Ni content from 2 at.% to 5 at.% increases the internal strain. This can be related to the

decrease of the grain size from 14.45 to 13.96 nm. In fact, this behavior is closely related to the

inverse proportion between strain and grain size.

3.1.2. Raman spectroscopy

The Raman spectra in the range 95-900 cm-1 of SiO2/(Ni:TiO2) Bragg reflectors,

developed on glass substrates, are shown in Fig. 4. For SiO2/(2 at.% Ni:TiO2) (Fig. 3(a)),

annealed for 10 minutes, the spectra show symmetric vibration modes (A1g+ 2B1g+3Eg) of
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anatase phase identified at 144.9 cm-1 (Eg), 198.1 cm-1 (Eg), 396.6 cm-1 (B1g), 515.9 cm-1

(A1g+ B1g) and 637.3 cm-1 (Eg)  [37]. The intense band at ~ 144.9 cm-1 is due to O-Ti-O bending

vibrations and it corresponds to anatase phase [38]. All the four peaks correspond to the Raman

active phonon modes of tetragonal anatase phase of TiO2 [39]. The observed band positions are

in good agreement with the previous reports for anatase phase [40].

Compared to SiO2/(2 at.% Ni:TiO2) (Fig. 3(a)), annealed for 10 minutes, the Raman

spectrum of SiO2/(2 at.% Ni:TiO2) (Fig. 4(b)), annealed for 20 minutes, shows a significant

increase in all the bands which may be due to the growth of the grain size. As we can see, we

note an intense band is situated at ~ 144.9 cm-1 and low intensity bands are situated around

199.9, 397.5, 518.3 and 639.8 cm-1. By cons, for 20 minutes of annealing duration, increasing the

Ni content from 2 at.% (Fig. 4(b)) to 5 at.% (Fig. 3(c)) diminishes all bands intensity that are

located at ~ 144.9, 397.5, 520.8 and 637.3 cm-1. It is worthy to notice that the elevation of Ni

content leads to the disappearance of the band situated at ~ 199.9 cm-1. Thus, the decrease in

intensity and the disappearance of bands with Ni content may be attributed to the decrease of the

grain size.

Figure 3. Raman spectra of (5/5) SiO2/(Ni:TiO2) Bragg reflectors annealed at
550°C : (a) during10 min. and doped 2 at.% Ni:TiO2, (b) during 20 min. and

doped 2 at.% Ni:TiO2, and (c) during 20 min. and doped 5 at.% Ni:TiO2.
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from 19.41 to 16.57 cm-1, while it increases from 16.57 to 17.35 cm-1 with the increase of the Ni

content from 2 at.% to 5 at.% (Fig. 4(b) and (c)).

Table 1. Variation of XRD, Raman and UV-Vis parameters for different Ni contents and
annealing durations.

In light of the inverse relationship between the grain size and the full width at half

maximum we noticed, on one hand, that the increase of the annealing duration decreases βRaman

and thus increases the gain size. On the other hand, we observed that increasing Ni content leads

to increased βRaman and then decreases the grain size. These results confirm the agreement

between the X-ray diffraction and Raman spectroscopy.

4. Optical properties

4.1. UV-Vis-IR analysis

Fig. 4 displays diffused scattering UV-Vis-IR transmittance spectra of and SiO2/(Ni:TiO2)

Bragg reflectors in the range 300-1500 nm. Fig.5 illustrates three regions characterized by sharp

absorption bands below 440 nm, stop bands in the range 400-715 nm and wavy structures above

715 nm. The last, are due to interferences of waves that are not in Bragg condition. As we can

see, for 2 at.% Ni:TiO2, the center of the stop band red-shifts when the annealing duration

increases from 10 min. (Fig. 4(a)) to 20 min. (Fig. 4(b)). In addition, the elevation of the last

diminishes the transmission coefficient T% of the stop band, while the corresponding width

broadens (see Table 1). Inversely, as the Ni content increases from 2 at.% (Fig. 4(b)) to 5 at.%

(Fig. 5(d)), for 20 minutes of annealing duration, the center of the stop band blue-shifts, the

transmission coefficient (T%) increases and the width of the stop band widens (see Table 1).

It is worthy to mention that the red-shift and the blue-shift of the stop band center can be

correlated, respectively, with the increase and the decrease of the grain size.

Annealing duration (min.) 10 20 20
Ni content (at. %) 2 2 5

XRD

βXRD (°) 1.40 1.14 1.18
Xcent (°) 29.65 29.65 29.65
D (nm) 11.76 14.45 13.96
ε (×10-2) 33.83 27.55 28.18

Raman βRaman (cm-1) 19.41 16.57 17.35

UV-Vis
T% 2.26 1.46 3.39

w (nm) 172.01 185.30 145.14
λcent(nm) 500 562 494
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Figure 4. UV-Vis-IR spectra of (5/5) SiO2/(Ni:TiO2) Bragg reflectors annealed
at  550°C : (a) during10 min. and doped 2 at.% Ni:TiO2, (b) during 20 min. and

doped 2 at.% Ni:TiO2, and (c) during 20 min. and doped 2 at.% Ni:TiO2.

4.2. Photoluminescence study

The recorded photoluminescence (PL) spectra were obtained by exciting the samples with

the 313 nm radiation of Hg lamp. As we can see, for 2 at.% Ni:TiO2, increasing the annealing

duration from 10 minutes (Fig. 5 (a)) to 20 minutes (Fig. 5 (b)) increases the PL emission peak

intensity and additional sharp emission peak appears around 867 nm. The increase of the PL

intensity may be due to the increase of the recombination rate of electrons-holes and to the

growth of the grain size.

Inversely, we notice here that the elevation of the Ni content from 2 at.% Ni (Fig. 5(b)) to

5 at.% Ni (Fig. 5(c)) decreases the PL intensity and causes a red-shift of the emission PL peaks.

On one hand, the decrease in PL intensity with Ni content may be due to the introduction of new

defect sites that can act as trapping level in the band-tail states [42]. On the other hand, the

emission of PL red-shift could be regarded as the recombination of excited electrons and holes in

the band gap [25,29]. It is worthy to note that the lowering of the PL intensity of SiO2/(Ni doped

TiO2) Bragg reflectors could be assigned to the reduction of the recombination rate of the

electrons–holes and to the decrease of the grain size [43].
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Figure 5. Photolumiescence spectra of (5/5) SiO2/(Ni:TiO2) Bragg reflectors annealed at
550°C : (a) during10 min. and doped 2 at.% Ni:TiO2, (b) during 20 min. and doped

2 at.% Ni:TiO2 and (c) during 20 min. and doped 2 at.% Ni:TiO2.

5. Conclusion

In summary, the effects of Ni content and annealing duration on SiO2/(Ni:TiO2) Bragg reflectors,

processed by the sol–gel method, have been investigated. The films crystallize in pure anatase

phase whatever is the Ni content and the annealing duration. Compared with 2 at.% Ni, doping

with 5 at.% Ni is not interesting because Bragg reflectors doped with this concentration tend to

have a narrower stop band and a greater transmission coefficient (3.39%). By cons, raising

annealing duration from 10 to 20 min, for doping with 2 at.% Ni, seems very interesting since

the stop band broadens and the transmission coefficient decreases from 2.26% to 1.46%. In

conclusion, doping TiO2 with 2 at.% Ni and annealing during 20 minutes improves the structural

and optical properties of SiO2/TiO2 Bragg reflectors, that can be used in solar cells and optical

microcavities.
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