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Abstract

During the past years, tissue engineering has been qualified as a solid surrogate of autografts in the stimulation of bone tissue regeneration, through the development of three dimensional (3D) porous matrices, commonly known as scaffolds. Polycaprolactone-based scaffolds have attracted worldwide attention as promising biodegradable implants in bone tissue engineering. Finite Element Analysis is used in tissue engineering to evaluate the mechanical behaviour and to simulate the processes inside the scaffold. In this work, we analysed two regular polycaprolactone scaffold structures (with sharp edges and with rounded edges) by performing computational fluid dynamics simulations, to compare velocity and pressure distributions for the two scaffolds. A sensitivity analysis was performed for the two different scaffold geometries and the element size that was used was 0.07mm. A laminar flow 1 mm/s was used as an inlet boundary condition at the top of the scaffolds and the fluid was treated as Newtonian [1, 2]. Our results indicate that the scaffold with sharp edges depicted a better flow velocity distribution within the pores of the scaffold for all layers and a lower speed, compared to the scaffold with rounded edges. The pressure gradually decreases from the inlet to the outlet, with no substantial differences between the two geometries, with a uniform pressure distribution along the height of the scaffolds. Based on the Computational Fluid Dynamics derived results, the rounded edges geometry produced more appealing velocity distribution results which makes it superior compared to the sharp edges scaffold.
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1. Introduction

In recent years, the incorporation of porous polycaprolactone-based scaffolds in regeneration and healing of damaged organs attracted the attention of researchers in the tissue engineering. Tissue engineering scaffolds are key components because they provide the appropriate environment and three-dimensional structure for cells to attach, proliferate, differentiate, and secrete its own extracellular matrix. [3]

The scaffold properties are mainly determined by the following three factors: material, structure, and fabrication technique. The three-dimensional (3D) scaffold pore architecture is an important design parameter, as it affects not only the mechanical properties, but also the capability for cells to penetrate the scaffold and for nutrients, oxygen and waste products to diffuse through the scaffold. Scaffold structure significantly determines its porosity and stiffness. However, changing the scaffold structure could lead to a conflict between its porosity and stiffness. More specifically, the higher porosity a scaffold has, the lower stiffness it usually possesses [3].

Finite element analysis (FEA) has been evaluated as a powerful tool for computational fluid dynamics (CFD) as an effective alternative to complex and expensive experimental tests in fluid behavior investigations. In numerical analysis techniques, such as FEA and CFD, computer-aided design (CAD) models are commonly used, but the manufacturing-induced differences between these models and actual scaffolds are often ignored. In general, computational methods for scaffold design not only improve the traditional process of fabricating scaffolds, more importantly, it opens a new way in tissue engineering, which provides researchers with a wide and flexible range of choices to design and optimize scaffolds [4, 5].

Existing research has mainly focused on the scaffolds design of which are used to simulate the process by which a fluid flows through the cross-sections of the scaffold and how it diffuses. The pore shape of the scaffold plays a decisive role in cell growth. Abraham et. al. [1] performed a fluid flow analysis to determine the fluid behavior of the implant scaffolds in the environment of synovial fluid with different materials and pore shape. From the results of the analysis of static loading condition and material comparison, the equivalent stress produced in the pores of scaffold model plays an important role in selection of the material. The research of Deng et. al [2] based
on computational fluid dynamics (CFD) analysis, the permeability, velocity, and flow trajectory inside the scaffold structure were calculated. The internal fluid velocity difference of the DIA structure is the smallest, and the trajectory of fluid flow inside the scaffold is the longest, which is beneficial for blood vessel growth, nutrient transport and bone formation. Jusoh et. al. [6] indicate that the variations in pore sizes affected significantly the scaffold permeability.

In this study, we analyzed two regular polycaprolactone scaffold structures employ the computational fluid dynamics simulation, to compare velocity and pressure distributions for the proposed scaffold geometries.

2. Materials and Methods

2.1 Scaffold Models

Two groups of polycaprolactone scaffolds cubes with a size of 12x12x12mm were designed using Solidworks™ with sharp edges and with rounded edges, and with a 60% porosity, pores dimensions 1.029x0.8mm and strut dimensions of 0.6x0.8mm (Fig.1). The porosity of the scaffold is the percentage of the structure in a complete solid:

\[
\frac{(1 - V_p)}{V_s}
\]

where \(V_p\) is the volume of the structural unit and \(V_s\) is the volume of the complete solid.

![Fig. 1: (a) Geometry with sharp edges and (b) geometry with rounded edges. The scaffold is a cube with dimensions 12x12x12mm. The pores have dimensions 1.029x0.8mm and the strut 0.6x0.8mm.](image)

2.2 CFD Analysis

The two scaffold geometries were imported to ANSYS CFX and were analyzed to calculate the pressure and velocity streamline distribution in the structure of the polycaprolactone scaffolds using Computational Fluid Dynamics (CFD), considering the Navier Stokes equation and the continuity equation:

\[
\rho \frac{\partial \mathbf{v}}{\partial t} + \rho (\mathbf{v} \bullet \nabla) \mathbf{v} - \nabla \bullet (-p \delta_{ij} + 2\mu \varepsilon_{ij}) = 0,
\]

\[
\nabla \bullet (\rho \mathbf{v}) = 0,
\]

\[
\varepsilon_{ij} = \frac{1}{2}(\nabla \mathbf{v} + \nabla \mathbf{v}^{T}).
\]

where \(\rho\), \(\mathbf{v}\), and \(\mu\) represent the fluid density (kg/m³), velocity of fluid flow (m/s) and dynamic fluid viscosity (kg/m/s), respectively. \(p\) represents the pressure (MPa), \(\delta_{ij}\) is the Kronecker delta and \(\varepsilon_{ij}\) is the strain tensor [7].

Liquid parameters of cell culture medium were used with a density 1008 kg/m³, and viscosity 0.0078 kg/m/s. No-penetration wall boundary condition is applied on the surface of the scaffold and on the outside domain. The fluid
inlet velocity is set to 0.1 mm/s, and the outlet pressure is set to 0 Pa. The boundary conditions are shown in Fig. 2. The fluid domain outside of the scaffold is used to avoid boundary effects [6].

2.3 Sensitivity Analysis

To obtain accurate results, a mesh sensitivity analysis was performed in a representative case for the rigid wall assumption using steady-state flow. The mesh sensitivity analysis for no slip wall simulation was performed using a face size 0.046–0.2 mm. The analysis was based on the correlation between the mesh size and the produced results regarding the average results of the pressure and the velocity. The mesh size with <5% difference in the parameters values was used in the final simulations. The size of the mesh outside the scaffold region was increased gradually from 0.2 mm to 0.046 mm. Once the mesh was created, the three-dimensional meshing process was common for all cases. We started the discretization using an element face size of 0.2 mm with 381223 elements at the geometry with sharp edges and reached a mesh size of 36.32 million elements with a face element size 0.049 mm with 36.32 million elements. Regarding the rounded edges geometry, the discretization ranged from an element size 0.2 mm which corresponds to 39.77 million elements and an element size 0.046 mm which corresponds to 57.53 million elements [8].

3. Results

The flow rate of the fluid in the internal structure of the scaffold has a significant effect on the growth of bone tissue in the scaffold. The pressure distribution and velocity distribution (Fig. 3) for each scaffold at a speed of 0.01 mm/s were calculated. Both scaffolds geometries present a similar static pressure distribution. Each model exhibits a higher static pressure at the inlet surface and gradually decreases towards the outlet surface.

Fig. 3: a) Velocity streamline distribution in the scaffold with sharp edges, b) velocity streamline distribution in the scaffold with rounded edges.

The velocity in the inlet surface compared to the outlet surface of the scaffold is higher while the velocity decreases gradually in the radial direction deeper from the central path. The high velocity in the central pathway
indicates the increase in the speed with which it favors cell migration and functional cells to move to the inner region of the scaffold. The gradual decrease in velocity towards the inner boundary is favorable for the absorption of cells and nutrients on the inner surface of the scaffold. The scaffold with the rounded edges presented lower velocity value for all the mesh sizes, which according to Deng et. al. [2] will promote cell adhesion and bone regeneration [7, 8].

4. Conclusions

In this paper, the effect of the scaffold geometry on the osteogenic properties of a scaffold was studied by testing the geometry of the scaffolds. CFD was used to simulate the pressure and velocity in two structures and the internal fluid flow lines to explore the mechanism of the influence of scaffold geometry on bone growth.

The main conclusions are as follows the fluid flow inside the scaffold structure influences on bone tissue growth. Under the same circumstances, the smaller the fluid velocity difference inside the scaffold structure is, the larger the fluid flow area is, the better the bone tissue growth will be. The pressure gradually decreases from the inlet to the outlet. For the two geometries, the pressure is uniformly distributed within the scaffold. The geometry with rounded edges has a lower internal flow rate, and lower velocity (for all mesh sizes), probably allowing cells to attach more easily to the surface of the scaffold, thus promoting bone growth.
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Abstract

The knee joint instabilities caused due to sudden movements of the knee like changing direction, jumping, or landing in an awkward position are prevalent events among youth. Therefore, it is important to have an effective diagnosis for post-injury treatment and recovery for such knee ligament ruptures. Current physical diagnosis methods rely a lot on the examination methods of the examiner and the results vary with each doctor. Also, the current instrumental methods are bulky, non-reproducible, and expensive. These instruments are not ergonomic making it uncomfortable for both the patient and the doctors to carry out effective diagnosis. Therefore, in this paper, a flexible capacitive-based strain sensor that can be worn as a patch is developed for anterior cruciate ligament rupture analysis and is tested for its reliability. The whole system consists of a sensor attached to an electronic board for data acquisition, processing, and wireless transmission. Low-power software and hardware design guarantee the use of the device for several days without recharging. Initial measurements are made with a bench instrument for characterization and testing.
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1. Introduction

The Anterior Cruciate Ligament (ACL) tear is one of the most common knee injuries. In the physical examination methods, the repeatability and reliability of the measurements is relying on the experience of the physician.[1] Also, the current instrumental diagnosis methods are bulky making the patient uncomfortable during diagnosis and the results are not reproducible.[2, 3] Therefore, a reliable diagnosis method that gives reproducible measurements and satisfies the ergonomic factor is important to attain [4] and is still a challenge in the present day. Therefore, a wearable sensor platform in the form of a smart patch has been developed. The smart patch consists of a flexible capacitive strain gauge sensor [5, 6] optimized for this application and a low-power electronic unit for signal acquisition, data processing, and wireless communication. One of the main challenges for sensor production is the reproducibility of the sensor and for this purpose, it is relevant to have a reliable fabrication method that is cost-effective and easy to implement. In [6], an innovative approach is introduced using the mold fabrication method to obtain several sensors made in batches with a high reproducibility rate, and the same is achieved. In this smart sensor system, the sensors produced by this innovative approach are utilized. [6] The flexible patch in which all necessary components are integrated without compromising the desired high elasticity of the sensor elements. Production methods were developed for the integration of stretchable sensors and flexible electronics by making them fully adherent to the skin. Moreover, an attentive analysis of the material and its behavior has been done to obtain reliable measurements providing for full biocompatibility and medical compliance of the platform. The result is a flexible and ergonomic platform, which can be used for diagnosis in the clinic. This has been first tested in the lab for reliability and functionality check. As a result, a knee robot was used to simulate the leg movements of a real patient. Moreover, the design of low-power software and electronics permits a long battery life. To make the system suitable for clinical use, the device must be (1) light and wearable, (2) must allow wireless data transfer, and (3) permit a long battery life.

2. Capacitive Sensor

2.1 Sensor design and fabrication

From the different types of sensors, a stretchable capacitive [7–12] based strain gauge is chosen for the application. The sensing part of the sensor is obtained by adding carbon particles (ENSACO® 250 P from TIMCAL Ltd., Bodio, Switzerland) to the non-conductive polydimethylsiloxane (PDMS). This carbon black layer is laser patterned to the raw substrate layer of PDMS (Neukasil® RTV-23 and RTV-17). A comb-shaped electrode is patterned using the Nd: YAG laser with a wavelength of 1064 nm (DPL Smart Marker II, ACI Laser.
GmbH, Nohra, Germany) and has 279 fingers. The sensor is subjected to batch fabrication where at least 5 sensors can be produced from a single fabrication. The sensors obtained are reproducible and achieve a repeatable and reliable measurement. [6] The fabricated sensor is further connected to the electronics for data transmission. The sensor structure is as shown in Fig. 1 [6] with the dimensions in mm.

![Capacitive strain gauge sensor](image)

**Fig. 1: Capacitive strain gauge sensor.** [6]

### 2.2 Electronic System
The microcontroller CC2652R1 (Texas Instruments) was chosen, the properties of which satisfy the system requirements. (1) The ultra-low-power microcontroller unit (MCU) consumes 3.39 mA in the active state and is at standby at 3.2 µA (2) It features autonomous data acquisition without the main CPU. (3) Ultra-low energy consumption for the sensor controller unit – Active mode: 808.5 µA and Low-power mode: 30.1 µA (4) In the chip is integrated a time to digital converter for capacitive sensing, and a Bluetooth low-energy unit. Further, the main feature of the MCU to save energy is utilized by programming to a mode that the MCU shuts down the main Central Processing Unit (CPU) and lets the periphery work. When the data is ready, an alert from the sensor controller to the main CPU is given and then the CPU wakes up to copy the data from the buffer to the main random-access memory (RAM). After this process, the CPU releases the buffer. The radio frequency (RF core) sends a notification that 10 measurement data are sent in one package at a frequency of 200 Hz. At the receiver end, a BLED 112 USB dongle (Silicon labs) is used for the data gathering. Bluetooth 4.0 (low energy) is adapted and the communication is via the virtual COM port. The dongle is connected to the computer where the data is recorded using MATLAB software.

### 3. Measurement Principle
The CC2652R1 microcontroller has the time to digital (TDC) converter integrated into it. The real-time clock of the microcontroller counts the time taken to charge the capacitor and the current consumed for the same is 4.5 µA. Therefore, the CC2652R1 shows clock ticks or clock periods as a function of the capacitance.

### 4. Measurement Setup
A knee simulator developed in [4] is used to mimic the movements of an actual leg. The knee simulator consists of an X-Y rotary table (Intel Li Drives Inc., Philadelphia, PA, USA), and three NEMA17 motors to drive the table. The flexion and extension movements are made possible with the spindle motor NEMA23. The whole setup is controlled with 2D interactive software (NI MAX - Measurement & Automation Explorer). The
capacitive strain gauge sensor is contacted to the electronic board using small metal screws. The attachment of the sensor to the electronic board [13] is shown in Fig. 2. The measurement method involves analysis of the rotation movement of the knee to a corresponding angle at a certain speed. This would be the same course of action that would be performed by a physician in a clinical test to analyze the knee joint instabilities. In the real scenario, the clinicians use a laxitester to measure the rotational laxity of the knee joint. The sensor and the electronics are subjected to knee rotation of 5° to 45° which qualifies as the maximum and minimum angle of rotation that is possible with an actual knee using the laxitester as per the doctor’s analysis. This angle varies from patient to patient depending on the stretchability of the ligament tissue. A force of 200 N max is applied to rotate the knee and the corresponding angle in the scale of the laxitester is noted. [13, 14]. The knee simulator is rotated between 5° to 45° with a 5° interval.

5. Result and Discussion

The capacitive strain sensor placed on the ACL stress post of the knee simulator is stretched 3 times in different cycles of rotation. In each rotation, the sensor undergoes an elastic strain that directly translates to the number of clock ticks. These clock ticks are then converted to capacitance. The relative capacitance data of 3 cycles of rotation is compared with the second-order polynomial equation for fitting. As a result, it has a good correspondence as the R-square value is 0.99946 which is close to 1. The data plot and equation data are shown in Fig. 3 and Table 1 below:

![Knee simulator setup](image)

Fig. 3: Knee simulator data analysis
Furthermore, a comparative study between the human leg and the knee simulator data could be executed to further validate the measurement setup. One of the main advantages is that after passing the initial tests on healthy voluntary subjects, it can also be worn by patients with knee joint instabilities in everyday life for continuous observation and monitoring of the ACL tear over an extended time, to gain a better understanding of pathology and methods to cure it.
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**Table 1: Second-order polynomial fit parameter values**

<table>
<thead>
<tr>
<th>Equation</th>
<th>y = Intercept + B1<em>x^1 + B2</em>x^2</th>
</tr>
</thead>
<tbody>
<tr>
<td>Plot</td>
<td>Concatenated Data</td>
</tr>
<tr>
<td>Weight</td>
<td>No Weighting</td>
</tr>
<tr>
<td>Intercept</td>
<td>1.03401 ± 6.95183E-4</td>
</tr>
<tr>
<td>B1</td>
<td>-0.00365 ± 5.61289E-5</td>
</tr>
<tr>
<td>B2</td>
<td>2.92183E-5 ± 1.00406E-6</td>
</tr>
<tr>
<td>Residual Sum of Squares</td>
<td>6.66888E-6</td>
</tr>
<tr>
<td>R-Square (COD)</td>
<td>0.99951</td>
</tr>
<tr>
<td>Adj. R-Square</td>
<td>0.99946</td>
</tr>
</tbody>
</table>
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Abstract
There is a wide application field for hydrophobic coatings ranging from self-cleaning surfaces over anti-graffiti coatings, separation layers for adhesive tapes and labels to demolding aids in the production of polymers. In our previous studies we developed an anti-adhesive coating based on perfluorinated organosilanes, which was extended by a visibility-on-demand property enabling temporary quality control in the present work. For this purpose, 1,8-naphthalimide-N-propyltriethoxysilane (NIPTES) was synthesized and deposited together with the silanes of the anti-adhesive formulation in a sol-gel process (hydrolysis and condensation).

The coated substrates were investigated with regard to their surface energy by contact angle measurements, while different spectroscopic techniques such as XPS, FTIR, UV-Vis and fluorescence spectroscopy were used to study their surface composition and optical properties. Furthermore, the adhesion force of the coating was determined using AFM. The on-demand control function of the coating was examined by means of injection molding experiments, monitoring the abrasion and wear of the coating along repeated injection molding cycles. It was shown that the incorporation of NIPTES as a fluorescent marker represents a straightforward and temporary approach for quality control of the applied anti-adhesive coating.

Keywords: hydrophobic, anti-adhesive, coating, fluorescence, organosilane, visibility-on-demand, naphthalimide

1. Introduction
Organosilanes are well known for their application as surface modifiers, coupling agents [1], [2] and protective layers [3], [4]. Based on their bifunctional structure, they are able to interact and undergo chemical reactions with both organic and inorganic materials employing their organofunctional moieties and hydrolizable groups, respectively [1]. Coupling to inorganic surfaces is achieved via a series of hydrolysis and condensation reactions [5] Simultaneously, a polysiloxane network is built at the surface [1], [2], [6]–[8].

In general, coatings and damages of the same can be detected by various characterization methods such as (i) microscopy (SEM, AFM, etc.), (ii) spectroscopy (XPS, FT-IR) and (iii) interferometry. [9] Moreover, profilometry, contact angle measurements, ultrasonic inspection, acoustic emission and radiography can be employed. However, these techniques are time consuming, costly, require bulky equipment and an external energy supply, and are often very complex, which makes them impractical for the detection over large areas and also unsuitable for application in industrial processes. Alternatively, fluorescent, colour changing or mechanically triggered indicators can be incorporated into coatings. [10] The use of fluorescent markers (e.g. coumarins, naphthalimides, fluorescein, BODIPY dyes [11]–[13] the green fluorescent protein (GFP) [13]–[17]) is already well-established in biomedical applications such as the localization of biomolecules and the examination of biological processes [14], [18], [19] as well as in the discovery of new drugs, environmental analysis and medical applications (e.g. detection of cancer) [11]. Moreover, organosilanes comprising fluorescent moieties are employed as optical markers in more technical applications including the control of the uniformity of polymer layers [20], investigation of interfaces [21], [22] and the detection of explosives and pesticides [23]. Also, the inherent fluorescence of selected polymer matrices was utilized for the optical detection of inhomogeneities, cracks and other defects. [24]

In this work, the concept of fluorescence labeling is transferred to the field of low surface energy coatings by extending an already established anti-adhesive layer by a visibility-on-demand property, representing a quick
and straightforward approach to temporarily monitor the presence and homogeneity of the applied organosilane layer.

2. Results and Discussion

The silane-based marker 1,8-naphthalimide-N-propyltriethoxysilane (NIPTES) was synthesized and deposited together with a fluoroalkyl and a dipodal organosilane of the anti-adhesive coating (see Figure 1) in a sol gel process. The ethoxy groups in NIPTES enable covalent coupling to the coating as a consequence of hydrolysis and condensation reactions, while the naphthalimide unit provides blue fluorescence under UV-irradiation.

Organosilane coatings were prepared on Si wafers and steel substrates via drop casting and brush coating, respectively. More details about sample preparation and methods can be found in Ref [25]. Successful incorporation of NIPTES into the anti-adhesive coating was proven by FTIR and XPS spectroscopy. More precisely, the peak at 1590-1710 cm\(^{-1}\) was assigned to the –C=O moieties of the imide bond in NIPTES and was only found in the IR spectra of organosilane layers containing this fluorescent marker (see Figure 2a). In addition, XPS revealed that N was exclusively detected for coatings with incorporated fluorescent marker (see Figure 2b) since it originates from the imide moiety of NIPTES.

Moreover, the absorption and emission properties of NIPTES containing coatings were investigated by UV-Vis and fluorescence spectroscopy. The results showed that NIPTES is suitable to absorb UV light in the range of 220-240 nm as well as 310-370 nm and to emit blue fluorescence with an emission maximum at 461 nm as a consequence of UV absorption.

Finally, application related properties of the coating were investigated. Adhesion force measurements using AFM and water contact angle (WCA) measurements proved that the anti-adhesive effect of the basic coating (without NIPTES) was still maintained after incorporation of the fluorescent marker. As shown in Table 1, the adhesion forces of the basic and the fluorescent coatings are at the same scale (0.16-0.25 nN/nm\(^2\)) and are significantly lower compared to the uncoated steel substrate (2.35 ± 0.77 nN/nm\(^2\)). Moreover, the high WCA
of the basic and fluorescent coatings (107-116 °) indicate low surface energy, which is related to the anti-adhesive effect of fluorinated polymer surfaces. [26][25]

Table 1: normalized adhesion force of uncoated and coated steel substrates

<table>
<thead>
<tr>
<th>sample</th>
<th>Normalized adhesion force [nN/nm²]</th>
<th>Water contact angle [°]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uncoated Ref</td>
<td>2.35 ± 0.77</td>
<td>60.3 ± 3.9</td>
</tr>
<tr>
<td>Coating without NIPTES</td>
<td>0.25 ± 0.08</td>
<td>116.1 ± 2.8</td>
</tr>
<tr>
<td>Coating with NIPTES_1</td>
<td>0.16 ± 0.02</td>
<td>107.1 ± 0.9</td>
</tr>
<tr>
<td>Coating with NIPTES_2</td>
<td>0.19 ± 0.02</td>
<td>112.4 ± 1.4</td>
</tr>
</tbody>
</table>

In addition, injection experiments were performed with chalk filled polypropylene, causing abrasion of the coating over repeated injection molding cycles. By the use of a UV lamp, the wear of the fluorescent coating was controlled easily (see Figure 3), fulfilling the requirements of an on-demand quality control.

Figure 3: NIPTES containing coating along injection molding experiment

4. Conclusion

The incorporation of NIPTES into the basic organosilane coating was proven by FTIR and XPS measurements. UV-Vis and fluorescence spectroscopy showed that NIPTES is a suitable fluorescent marker, which absorbs UV light and emits blue fluorescence. Adhesion force and WCA measurements evidenced that the anti-adhesive effect of the basic coating was still maintained after incorporation of NIPTES. The proposed on-demand quality control function of the fluorescent coating was demonstrated in injection molding experiments, in which abrasion was followed along repeated injection molding cycles. Advantages of this method are (i) the simple, quick and temporary approach using a conventional UV lamp to access information about the presence, homogeneity and damage of the applied coating, (ii) the fact that the complete coated area can be controlled instead of testing small representative spots on the sample surface and (iii) the direct integration of NIPTES into the coating using the same organosilane chemistry, which avoids additional preparation steps.
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Abstract

Electrical tunability of molecular adsorption on graphene has been studied using a back gate Field Effect Transistor (GFET). Changing the gate voltage from positive to negative voltage values results in shifting the Dirac point toward positive voltage as the p-type doping of NO₂ increases. The reverse behaviour was observed for the n-typed doping by NH₃. The charge doping density increases as the concentration of the oxidising gases increase (NO₂). At the same time, the opposite was observed for reducing gas (NH₃). The conductivity change with molecular adsorption as the NO₂ increase the conductivity while NH₃ decrease it. Exposure of GFETs to different gaseous environments demonstrates that the sensor can distinguish gases, such as NO₂ and NH₃, as the Dirac point shift toward positive voltage with NO₂ and toward negative voltage with NH₃.

Keywords: 2D material, GFET gas sensors, Gas sensors, resistive sensors.

1. Introduction

Graphene has attracted the attention of researchers due to its high surface to volume ratio, conductivity, electric mobility, absorption ability, and low density of states near the Dirac point [1-3]. Graphene can operate as a gas sensor at room temperature which results in low energy consumption in comparison to other key sensing technologies [4].

Graphene is well suited to use within gas sensing devices, due to its ultimately large surface-to-volume ratio [1] and thinness [2]. In particular, graphene’s atomic thickness means that any adsorbate on the graphene will have the effect of doping the entire graphene channel thickness [1, 5]. In addition, graphene typically presents charge carrier mobilities in excess of 1000 cm²/(V.s), even for poorly prepared samples, whilst also possessing a low density of states close to its Dirac point [3]. Taken in combination, these factors make graphene an ideal candidate for gas sensing, as even modest charge exchange interactions between the graphene sheet and adsorbates should produce a measurable change in the graphene’s conductivity [6, 7] and shift in the Dirac point of the graphene channel [6-8].

The conductivity of graphene is influenced by the analyt, molecules, for instance, NO₂ and NH₃ as an electron acceptor and downer respectively [6-10]. Additionally, chemical vapor deposition (CVD) graphene (G) demonstrates strong p-type nature of the graphene film. Also, the mobility depends on a cleanness of graphene field effect transistor (GFET). Therefore the cleaner GFETs mean the greater sensitivity [11]. Singh et al. demonstrated NO₂ and NH₃ sensing, at 20ppm and 550ppm respectively, using GFETs with a mobility of 10.15 cm²/V.s [5]. Two different measurement regimes are used to determine the sensitivity of the device – one regime involves sweeping back gate voltage and monitoring the change of Dirac point and the second regime is carried out by modulation via back gate bias and then measure channel conductivity [6]. In separate study, Wei et al. demonstrated detection limit of nitrogen dioxide (NO₂) and ammonia (NH₃) in ambient conditions [7]. The GFET mobility for the sensor was 1304 cm²/V.s. Moreover, their device limit of sensitivity detection to NO₂ and NH₃ was found to be 50ppm. Other publication shows that GFETs can detect 0.1ppm and 0.5ppm of NO₂ and NH₃ respectively at room temperature [8]. Researchers [8, 9] show GFETs with mobility of 500 to 3000 cm²/V.s can detect NO₂ and NH₃. Blechta et al [3] demonstrated detection of NO₂ at 2ppm using GFET devices with charge carrier mobilities of 1100 cm²/V.s.

In this work, we demonstrate that analyt gas can cause a detectable shift in the Dirac point as the adsorption of the gas on the graphene channel causes charge transfer, affecting the charge carrier concentration. The Dirac point will shift either toward positive or negative voltage depending on the increase or decrease of the charge carrier concentration.
2. Experimental

In this work, graphene was grown on a copper (Cu) substrate via CVD. After loading the Cu substrate into the CVD reactor, the reactor is heated to 1050°C under a constant flow of 100 sccm of nitrogen (N₂). Once 1050°C is reached, the copper substrate is annealed for 30 minutes under a flow of 100 sccm of N₂ at 1050°C. Following annealing, 20 sccm of 2% methane/argon (CH₄) and 1000 sccm of 2% hydrogen/argon (H₂) were introduced in the chamber for 30 minutes to grow graphene. Finally, the chamber is cooled to below 100°C and the CH₄ and H₂ flow reduced to 200 sccm and 1000sccm respectively during the cooling process.

To transfer the graphene, cellulose nitrate is spin-cast on the graphene to support it during the etching process. Ammonium persulfate solution of 0.5 M was used to etch the copper. After that the graphene sheet rinsed with Deionised water (DI) and transferred to silicon dioxide on silicon (SiO₂/Si). Finally, the cellulose nitrate (CN) was removed by acetone.

Following CVD, graphene is transferred onto Si substrates, capped with 300 nm SiO₂. Prior to graphene transfer, the substrates are pre-patterned with Cr/Au (10 nm/60 nm) electrodes via thermal evaporation, as displayed in Figure 1. The displayed configuration provides 11 graphene channels per chip, with the underlying Si acting as a global back gate.

Graphene transfer is achieved via spin casting CN on the graphene/Cu stack, to act as a graphene support during Cu etching. Ammonium persulphate (0.5 M) is then used to etch the copper growth substrate. Following transfer and CN removal, electric measurement are taken from all channels. The Dirac point for the forward sweep for all the 11 channels (ch1 - ch11) ranges between 22-25 V and for the backward sweep range between 5-8V. Transconductance ($g_m$) was calculated by,

$$g_m = \frac{dI_{ds}}{dV}$$

Where: $dI_{ds}$ is the derivative of the source current and $dV$ is the derivative of the gate voltage.

Charge carrier mobility can then be calculated by using the gradual channel approximation [12]

$$\mu = \frac{g_m \cdot l}{W \cdot V_{ds} \cdot C}$$

Where: $l$ is the channel length, $W$ is the channel width, $V_{ds}$ is source voltage, and $C$ is the capacitance.
From the calculation, the average electron and hole mobility was found to be 1180 \( \text{cm}^2/V.s \) and 2865 \( \text{cm}^2/V.s \) respectively.

2.1 Dirac point measurements

In this measurement, we swept the gate voltage from -80V to 80 V at 1mV drain voltage bias and recorded the Dirac point for each channel, with the absence of the test gas. After that, expose the device to 0.1ppm of NO\(_2\) and record the change in the Dirac point. Then, increase the concentration of the NO\(_2\) up to 1ppm and record the variation in the Dirac point. Repeat the same process but with NH\(_3\). We started with 1ppm of NH\(_3\) for the first measurement and increased the concentration of NH\(_3\) for the rest of the measurements up to 10ppm.
3. Results and discussion

Gas adsorption on the graphene channel causes an increase in the conductivity as the resistance of GFETs decreases with existing gases, and the opposite happens for the reducing gases. Fig. 2a shows the shift of the Dirac point toward positive voltage with gas adsorption of NO$_2$. In addition, as the concentration of NO$_2$ increases, the Dirac shift toward high positive voltage results in more decrease in sensors resistance. Fig. 2b demonstrates the shift of the Dirac point upon exposure to NH$_3$; as the concentration of NH$_3$ increases, the Dirac point shifts more toward negative voltage. The conductivity decreases as the NH$_3$ donates an electron to the graphene channel, which depletes the hole charge carrier. Resulting in an upward shift of the Fermi level relative to the Dirac point. Figure. 3a represents the shift in the Dirac point to high positive voltage with respect to exposure to the gas concentration of NO$_2$. The reverse shift of the Dirac point was observed for NH$_3$ exposure. The charge carrier concentration increases with NO$_2$ adsorption concentration, as presented in fig. 4a, while decreasing with NH$_3$ concentration, as demonstrated in fig. 4b.
In comparison with published results for GFET mobility which ranges from [5-9], our device mobility is close to the highest published mobility. Also, they reported the measurement by changing the gate voltage bias; they were able to variate the Fermi level and record the shift in the Dirac point.

Comparing the GFETs fabricated within this work with those presented within the literature and by representing the shift in the Dirac point and change in carrier concentration upon gas adsorption, we showed that our GFETs are capable of detecting a shift in the Dirac point upon exposure to NO₂ and NH₃ at 0.1ppm and 0.5ppm respectively. Shifting in the Dirac point is attributed to molecular doping to the graphene channel.

**Fig.3:** (a) shows the shift in Dirac point with changing the NO₂ concentration. (b) represent the shift of the Dirac point with changing NH₃ concentration.

**Fig.4:** (a) represent the increment of the charge doping upon changing the NO₂ concentration. (b) the change of the charge doping with changing the NH₃ concentration.
4. Conclusion

In this work, we have demonstrated high mobility GFET-based graphene chemiresistors. The doping of GFET by molecular can be tuned electrically by the back gate voltage. The charge transfer doping causes change in the Fermi level position relative to the Dirac point position. We demonstrated that the change in gas concentration of the oxidising gas (NO$_2$) causes a shift in the Dirac point from 10V to 50V, while the reducing gas (NH$_3$) shows a reverse shift in the Dirac point from 50V to 31V. This change is due to the change in the carrier concentration upon gas adsorption.
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